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Millimeter-Wave Network Analysis using 
Nonlinear Transmission Lines 

M.J.W. Rodwell, R. Yu, M. Reddy, J. Pusl1, S. Allen, M. Case2, U. Bhattacharya 

Department of Electrical and Computer Engineering, 
University of California, Santa Barbara, CA 93106 

ABSTRACT 

We report systems for network measurements at millimeter-wave frequencies. Active 
probes are used for on-wafer measurements to approximately 150 GHz. The active probes 
incorporate monolithic GaAs mm-wave network analysis circuits (comprising a nonlinear 
transmission line stimulus signal generator and a directional sampling circuit) and low- 
loss, rugged quartz coplanar-waveguide probe tips. Wideband transmitter and receiver 
integrated circuits, incorporating nonlinear transmission lines and sampling circuits 
interfaced to frequency-independent antennas, are used for free-space transmission 
measurements to approximately 250 GHz. 

I. INTRODUCTION 

Power-gain cutoff frequencies of heterostructure transistors have exceeded 350 GHz 
[1], enabling the demonstration of monolithic amplifiers and other receiver components at 
frequencies as high as 120 GHz. For circuit development at higher frequencies, serving 
applications in fiber and wireless communications, radar, and imaging, improvements in 
transistor bandwidth must be accompanied by development of the wideband 
instrumentation used for device modeling and for circuit evaluation. Monolithic 
millimeter-wave integrated circuits (MIMICs), in particular, demand accurate transistor 
and passive element models during the design phase, models which cannot be 
extrapolated with great confidence from measurements at lower frequencies. 

Limited instrumentation is a particularly pressing difficulty in the design of the sub- 
mm-wave mixers and frequency multipliers used for radio astronomy and atmospheric 
remote sensing. Device RF models are frequency extrapolated from DC measurements 
and circuit impedances usually cannot be measured, thus mixers and multipliers are 
empirically adjusted using waveguide mounts with tuning screws. 

Sampling oscilloscopes, network analyzers, counters, and synthesizers use diode 
sampling bridges for signal measurement or frequency downconversion. Instrument 
bandwidth is limited by sampling circuit bandwidth, in turn limited by the duration of the 

'Now with Hughes Aircraft Company, Space and Communications Group, S12/W305, P.O. box 92919, Los Angeles, 
CA 90009. 
2Now with Hughes Research Laboratories, 3011 Malibu Canyon Road, Malibu, CA 90265 
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strobe pulse used to switch the diodes. Since 1966, 20-30 ps silicon step-recovery diodes 
(SRDs) have been used for strobe pulse generation, limiting sampling circuit bandwidth 
to -2M0 GHz. 

We have developed nonlinear transmission line (NLTL) pulse generators with over a 
factor of 10 shorter transition times than such SRDs. The pulse trains generated by 
NLTLs have significant spectral content to sub-mm-wave frequencies. Using NLTLs as 
strobe pulse generators, sampling circuits with millimeter-wave bandwidths have been 
realized. NLTLs and sampling circuits are then used as signal sources and detectors for in 
systems for on-wafer and free-space mm-wave network analysis. 

A) A* f^rn-m 

Figure 1: NLTL circuit diagram, a), equivalent 
circuit, b), and layout, c). CD is the diode 
capacitance and RD its series resistance, 
CL = t/Zl   is the line capacitance and L = ZXT 
the line inductance. 
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Figure 2: SPICE simulation of NLTL wavefront 
compression and shock-wave formation. 

II. THE SHOCK-WAVE NLTL 

The NLTL [2] (fig. 1) is a high-impedance transmission line periodically loaded by 
reverse-biased Schottky diodes acting as voltage-variable capacitors. The wave 
propagation velocity varies as the inverse square root of the total (diode plus transmission 
line) capacitance per unit length and hence increases as the diode reverse bias voltage is 
increased. 

Given a negative-going step function (wavefront) input, the initial portions of the 
wavefront, near zero volts, will propagate more slowly than the final, more negative, 
portions of the wavefront. The wavefront transition time (falltime) will progressively 
decrease with propagation distance. An asymptotic (minimum) compressed falltime is 
eventually reached (fig. 2) at which the NLTL compression is balanced by various 
bandwidth limits in the structure. The two dominant bandwidth limits are the varactor 
diode cutoff frequency fD - \/2nRDCD (defined using the average diode capacitance 
AQ/AV) and the periodic-line (Bragg) cutoff frequency fper = l/n^jL(CD + CL). If the 
diode cutoff frequency is dominant, the diode doping is uniform, and the wavefront is 6 
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Volt amplitude, the minimum compressed falltime is Tf min = 1.4//D . Advanced Schottky 
varactor diodes attain 2-10 THz cutoff frequencies; with further work, NLTL transition 
times may ultimately reach 0.2-0.3 ps (1-1.5 THz signal bandwidth). 

Diode design for the NLTL is a compromise between the objectives of high 
compression rate (small die area, low attenuation), high diode cutoff frequency (short 
falltimes), and reverse breakdown voltage. As the diode dimensions are reduced and the 
active-layer doping increased, the cutoff frequency increases but the reverse breakdown 
decreases. The larger capacitance variation of hyperabrupt varactors increases the NLTL 
compression rate (decreasing the required line length and hence both the skin loss and the 
die area), but hyperabrupt doping decreases the cutoff frequency and the reverse 
breakdown. The required diode reverse breakdown voltage is determined by the 
minimum strobe NLTL output voltage required to drive a 2-diode sampling bridge (=3-4 
V) and by the skin-effect losses on the NLTL. As input voltages on current NLTLs are 
approximately 2:1 larger than the compressed output wavefronts, approximately 8 V 
reverse breakdown, is required. 

i|i M> Input o M 

Nonlinear 
Transmission 
Line 

A Sampled 
r*      output 

CPW/CPS 
Balun/Differentiator 

Figure 3: NLTL-gated sampling circuit 
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Figure 4: NLTL output measured by an NLTL-gated 
sampling circuit, both using hyperabrupt diode 

technology. The measured falltime is 1.8 ps. 

III. NLTL-GATED SAMPLING CIRCUITS 

A sampling circuit (fig. 3) [2] consists of a strobe pulse generator, a diode/resistor 
bridge, and a balun/differentiator. An NLTL compresses an input strobe signal, either a 
step function or a -10 GHz sinewave, to picosecond falltimes. The sampling diodes are 
gated by a pair of symmetric positive and negative impulses generated from the strobe 
NLTL output using a balun / differentiator implemented using the coplanar strip (CPS) 
mode of the input signal coplanar waveguide (CPW). Coupled through series hold 
capacitors, the complementary strobe pulses drive the sampling diodes into forward 
conduction. During this period, the aperture time, the input (RF) signal partially charges 
the hold capacitors. If the RF frequency is then offset by Af from a multiple nf0 of the 
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strobe frequency f0, the sampled (IF) signal is mapped out at a repetition frequency Af. 
Sampling circuit bandwidth is limited by the sampling diode capacitance and by the 
aperture time. 

To evaluate the NLTL and sampling circuit risetime, the output of an NLTL shock 
generator is connected to an on-wafer NLTL-gated sampling circuit. The convolved 
responses of sampling circuit and NLTL shock-wave generator is thus measured. With an 
NLTL using 1.7 THz exponential hyperabrupt diodes (fig. 4), a 1.8 ps falltime is 
measured. From this, a 1.3 ps deconvolved NLTL falltime and a 275 GHz sampling 
circuit bandwidth are determined; NLTLs and sampling circuits with approximately 
twice this bandwidth will be reported elsewhere [3] by Allen et. al. 

III. NLTL SOLITON IMPULSE COMPRESSORS 

Although not employed in the current NLTL-based instruments reported here, 
variants of the NLTL employing soliton propagation effects are more efficient than 
shock-wave devices in the generation of harmonics of an input signal. Among other 
applications, these devices can be used as the stimulus signal for network analysis, in 
place of the shock-wave NLTLs used in the current work. 

A solitary wave is a traveling wave having a localized transition (e.g. a pulse) and 
propagating without distortion in a nonlinear, dispersive medium. Solitons are defined as 
those solitary waves which preserve their shape and velocity after interactions with other 
solitons [4]. The soliton is a pulse waveform for which the effects of nonlinearity and 
dispersion are balanced. If the NLTL Bragg frequency is much smaller than the diode 
cutoff frequency then propagation is dominated by the interaction between the capacitive 
nonlinearity and the periodic-network dispersion, and solitons propagate [5]. On NLTLs, 
soliton duration is inversely proportional to the Bragg frequency and varies 
approximately as the inverse square root of the peak amplitude. Soliton propagation 
velocity increases with increasing soliton amplitude. Applied to the NLTL, signals with 
pulse duration longer than the duration of a soliton correspond to a nonlinear 
superposition of a set of solitons having differing amplitudes and velocities, and will 
decompose into this set of two or more solitons during propagation. Figure 5 shows a 
circuit simulation of a 6 V, 63 ps impulse splitting during propagation into a pair of 
solitons. Note that the leading output soliton has larger amplitude and shorter duration 
than the input signal. 

A long-duration impulse input to an NLTL will decompose into its characteristic set 
of solitons. Longer input pulses decompose into progressively larger numbers of 
solitons, and impulse compression ratios are limited to approximately 2:1 on a 
homogeneous line. Higher compression ratios can be obtained by using step-tapered 
lines, consisting of a line with Bragg frequency fperl cascaded with a line with Bragg 
frequency fper2=2fperl • The first line section performs a 2:1 pulse compression, with the 
second line section performing a further 2:1 compression. While higher compression 
ratios can be obtained by repeating this scheme in a three-step or four-step fashion, it is 
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more convenient to approximate such a step-tapered line by tapering the Bragg frequency 
continuously [6]. Figure 6 shows the output of an exponentially-tapered soliton impulse 
compressor. 

input: 6V, 
62.5psFWHM 
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j output 
I 27psF 
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Figure 5: SPICE simulation: splitting of an 
input impulse into a pair of solitons during 

propagation on an NLTL. 
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Figure 6: Measured output waveform and calculated 
input waveform for a tapered soliton impulse 

compressor 

Experimental soliton NLTL output pulse durations are -5:1 longer than shock-wave 
devices, although circuit simulations predict attainable soliton durations only a factor of 
1.5:1 larger than shock-wave NLTL falltimes using similar diodes. The discrepancy is not 
understood, although there is evidence that layout parasitics reduce Bragg frequencies by 
-2:1. If this discrepancy can be solved, soliton compressors will be much more effective 
than shock-wave NLTLs for high-order mm-wave frequency multiplication, as the 
conversion loss to the Nth harmonic is bounded above by 1/N for the soliton compressor, 
compared to 1/N3 for the shock-wave device. 

IV. ON-WAFER MM-WAVE NETWORK ANALYSIS 

Using shock-wave NLTLs and NLTL-gated sampling circuits mounted in active 
wafer probes, on-wafer network analysis can be performed at millimeter-wave 
frequencies. Figure 7 shows a typical network analyzer. A swept-frequency stimulus 
signal generator drives the device under test. The incident and reflected waves are 
separated by a directional coupler, downconverted from microwave to radio frequency by 
sampling circuits, and subsequently measured by RF vector voltmeters. Bandwidth limits 
include the sampling circuits and the frequency range of the stimulus signal generator. 
Available coaxial connectors also limit bandwidth; 110 GHz coaxial connectors were 
introduced in March 1993, with earlier connectors limited to 65 GHz. 

We have developed active probes [7,8] (fig. 8) for on-wafer mm-wave vector 
network analysis (VNA). These contain an NLTL-based network analyzer IC and a 
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rugged, wideband quartz probe tip. The IC itself incorporates an NLTL stimulus signal 
generator and an NLTL-strobe directional sampling circuit which independently 
measures the forward and reverse waves from the device under test. 

directional couple swept-frequency r 

<& X 
microwave 
forward & 

reverse waves 

. ,   sampling 
\circuils V 1 
?          f forward & 

reverse waves 
al 20MHz 

20 MHz ampttude 
and phase 

measurement 

Channel 1 

signal routing 
substrate 

device under I esl 

Figure 7: Simplified block diagram of a typical 
microwave network analyzer. Bandwidth limits are 

set by the signal source frequency range, by the 
sampling circuits, and by the coaxial connectors. 

NWA integrated 
circuit^ „,., 

quartz CPW 
probe tip 

10 GHz and 
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connectors 

Figure 8: Active Probe for on-wafer mm-wave 
network analysis 
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Figure 9: Block Diagram of the network analysis 
integrated circuit 
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Figure 10: Computed total (skin plus radiation) 
losses for coplanar waveguide probe tips on quartz 

and alumina 

The network analyzer IC block diagram is shown in figure 9. An NLTL stimulus 
signal generator converts a 7-14 GHz sinusoidal drive signal into a 5 V sawtooth 
waveform with ~2 ps transition times and with significant harmonic content to -250 
GHz. The drive signal is attenuated to levels suitable for linear characterization of 
transistor circuits, and is passed through a directional sampling circuit to the device under 
test. 
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The directional sampling circuit is a pair of sampling circuits measuring the port 
voltages of a 6 dB attenuator placed between the stimulus signal generator and the device 
under test. A second NLTL on the IC provides the strobe signal for the directional 
sampler. The attenuator port voltages Vout = Vincident + Vreßecled and 
Vin ~ IViKiden, + Keflected I2' linear functions of the incident and reflected voltages, are 
downconverted by the sampling circuits to a 1 kHz intermediate frequency. The IF 
signals are passed through summing networks to recover Vincidenl and Vrtflected, and are then 
measured. We emphasize that the directional sampler does not obtain independent 
measurements of the forward and reverse waves through time-separation of pulsed 
signals, as in a time-domain reflectometer. Errors associated with time-gating 
(uncorrected terms in source and load reflections, time truncation of the long-duration 
impulse responses of narrowband resonators) are therefore avoided. 

Tips for the active probe are coplanar waveguide (CPW) on quartz substrates. To 
leading order, for a given line impedance, skin loss (in dB/mm) varies as 
- je +1-JJ/D while radiation loss varies as - e3

r'
2fD2 (fig. 10) [9], where er is the 

relative dielectric constant of the substrate, / is frequency, and D is the ground-ground 
spacing of the CPW. With appropriate scaling of line dimensions, CPW on a quartz 
substrate (er=3.8) has lower attenuation than the CPW lines on alumina substrates 
(er=9.8) used in commercial microwave probes. At 200 GHz, D = 100 }j.m results in a 
minimum 0.6 dB/mm attenuation on quartz. The probe tips have plated nickel contact 
bumps, plated gold airbridge ground straps for slot-line mode suppression, and the tips 
are angle-lapped. The 60 pH wire-bond inductance between the probe tip and the network 
analyzer IC is acceptable for 200 GHz measurements. Because the short quartz tips are 
rigid, the probes are mounted on their arms using a complaint joint. 

For mm-wave measurements, the active probe stimulus NLTLs are driven at 7-14 
GHz, with the strobe NLTL drive frequency offset by 1 kHz to produce an IF at this 
frequency. To measure device S-parameters at harmonics of the NLTL drive frequency, 
harmonics of the IF signals are measured by four vector voltmeters (lock-in amplifiers). 
The system is controlled by a desktop computer which also performs line-reflect-match 
calibration routines. 

Figures 11-14 demonstrate system accuracy and repeatability after calibration over 
the 10-160 GHz range. Transmission measurements can presently be made to 160 GHz, 
but poor directivity prohibits measurements of return losses smaller than -20 dB at 
frequencies below 120 GHz. System performance is currently limited by several factors. 
Because of a design error, the airbridges used for probe tip slot-line mode suppression are 
capacitively loading the line, reducing the line impedance to 25Q and introducing a 160 
GHz cutoff; the reflection from the 25Q. loaded tip impedance seriously degrades the 
uncalibrated directivity. Synthesizer phase noise is also severe, corresponding to a small 
1° phase deviation at 10 GHz but a large 20° deviation at 200 GHz. These factors are now 
being addressed. 
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Figure 15: Simplified integrated circuit layouts of a) picosecond transmitter and b) picosecond receiver for 
free-space mm-wave network analysis 
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Figure 17: Transmission of a mm-wave Bragg filter 

V. FREE-SPACE mm-WAVE NETWORK ANALYSIS 

Figure 16: NLTL-based free-space network 
analyzer 

We have also constructed a system for gain-frequency measurements in free-space, 
for characterization of materials and radiating structures [10]. The system generates and 
detects picosecond pulses and obtains frequency information through Fourier 
transformation. Compared to measurement systems using mm-wave harmonic multipliers 
and harmonic mixers, the system is simple, relatively inexpensive, and covers a 30-250 
GHz bandwidth with a single set of components. 

For broadband transmission measurements in free space, the NLTL and sampling 
circuits must be interfaced to broadband antennas. Scale invariant antennas, including the 
bow-tie antenna, have frequency-independent far-field radiation patterns, and antenna 
impedance. The transmitter NLTL, fabricated within one electrode plane, drives the 50Q. 
impedance antenna, through a coplanar waveguide (CPW) balun (fig. 15,a). The receiver 
is a bow-tie antenna interfaced to an sampling circuit using a similar antenna feed (fig. 
15,b). The system is shown in figure 16. Hyperhemispherical substrate lenses partially 
collimate the antenna radiation, and the radiated beam is collimated with off-axis 
parabolic mirrors. The receiver uses similar optics. To obtain accurate measurements, 
cavity resonances between the transmitter and receiver are suppressed by placing 5 dB 
attenuators at oblique incidence on both sides of the sample under test. 

The transmitter NLTL is driven between 7 and 14 GHz, while the sampling circuit is 
driven at a frequency 100 Hz below the transmitter frequency. The resulting sampled 100 
Hz signal is observed directly on an oscilloscope. The received signal at the sampling 
circuit output is a pulse train with 2.4 ps risetime. Transmission (amplitude and phase) 
measurements are obtained by taking the ratio of the received Fourier spectrum with the 
device under test in place with the spectrum of a reference measurement taken with the 
device under test removed. Fig. 17 shows a measurement of a high-Q Bragg filter. 
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VI. CONCLUSIONS 

Nonlinear transmission lines and NLTL-strobed monolithic sampling circuits are 
monolithic solid-state devices for generation and measurement of electrical signals in the 
picosecond and millimeter-wave regimes. NLTL technology continues to improve, and 
0.3 ps NLTL transition times and 1 THz sampling circuit bandwidths appear to be 
feasible. Based upon these, systems for sub-mm-wave on-wafer and free-space network 
measurements will evolve. Robust network instrumentation for device characterization 
and modeling is imperative for millimeter-wave and sub-mm-wave monolithic circuit 
design. 
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ABSTRACT 

Over the past few years vertical-cavity surface-emitting lasers and modulators have 
emerged as viable devices with interesting performance characteristics. One of their key features 
is that they occupy very little substrate area as compared to most optoelectronic devices. As a 
result they also require relatively low drive powers. These aspects together with their suitability 
for wafer-scale fabrication and testing make them appear suitable for low-cost production as well 
as high performance. 

In this paper we shall review recent progress on these devices with emphasis on the 
vertical-cavity laser. Vertical-cavity lasers with cw powers exceeding llOmW, overall 
efficiencies exceeding 17%, operating temperatures exceeding 120°C, and output powers 
insensitive to temperature over ranges exceeding 60°C will be illustrated. In addition, devices 
have operated cw down to diameters of 2 Jim, including a 6 \ua device that delivers nearly 2 
milliwatts of single-mode output power with greater than 30 dB of spurious mode suppression. 

In the vertical-cavity modulator area, reflective asymmetric Fabry-Perot structures have 
given up to 37 GHz of modulation bandwidth. Insertion losses are about 3 dB, and required 
voltage swings for 100:1 modulation are ~ ± 2V. 

I. INTRODUCTION 

Vertical-cavity surface-emitting lasers (VCSELs) continue to improve and look more 
practical every year. Within the past year, for example, there have significant advances in three 
different wavelength regimes: visible (< 0.7 |im)[l], short-wavelength near-IR (0.8 -1.0 ^im)[2- 
6] and long-wavelength near-IR (1.2 - 1.6 ^im)[7-9]. In the visible case, room-temperature 
pulsed lasing to wavelengths as short as 0.63 |im were demonstrated for the first time. In the 
short-wavelength near-IR case, overall cw power (wall-plug) efficiencies have approached 
20%[6] and power outputs can be stable over temperature ranges exceeding 50 C[3,5J tor a 
constant current drive. In the long-wavelength near-IR case, the first 'cool' room temperature 
(14°C) cw devices were operated at 1.3 |im[9]. 

It fact, VCSELs in the 0.8-1.0 (im range should be expected to exceed the performance of 
their in-plane'counterparts in most respects. Reasons include the availability of nearly twice the 
modal gain for a given cavity fill-factor[10], the availability of low-loss epitaxial mirrors, the 
relatively small volume of the active region, and the low numerical aperature of the output beam. 
Low-resistance electrical pumping schemes have also recently been proven[6,ll]. Wall-plug 
efficiencies are already higher in the low-power (< 1 mW) range, where many optical 
interconnect applications exist. Figure 1 illustrates a schematic of the layer stucture used in 
many of the UCSB devices as well as the through-the-mirror pumped index-guided structure 
used in most experiments. 
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Figure 1. (a) Typical MBE-grown layer structure and (b) structure of a finished device. 

Asymmetric Fabry-Perot reflective modulators have a very similar structure to the 
VCSEL illustrated above. However, the active region is replaced by an GaAs/AlGaAs multiple- 
quantum well (MQW) and the top (input) mirror has a considerably lower reflectance (-50%) 
relative to the rear mirror (which has a reflectance of -99%). At zero bias the net reflection is 
dominated by the back mirror, resulting in a value typically greater than 50%. When the device 
is reverse biased, the resulting quantum-confined Stark shift increases the absorption in the 
cavity until the round-trip loss equals the difference in reflectance between the top and back 
mirrors. At this point the cavity is "balanced" at resonance, and the net reflection falls to zero. 
Thus, the device can function as a variable mirror with high on/off contrast and relatively low 
drive voltage. Because the undoped MQW region is relatively thick (typically > 0.5 ^m), the 
capacitance can be quite low for devices with effective diameters ~ 15-20 fim, a size which is 
relatively easy to hit with simple focusing optics. Thus, high-speed operation is facilitated. 

n. RECENT RESULTS ON VCSELS 

A. AlAs/GaAs Mirrors 

As illustrated in Fig. 1, the specific VCSELs to be discussed are bottom-emitting 
strained-InGaAs quantum-well (QW) index-guided lasers grown using a Varian Gen II MBE 
system. In initial devices the bottom mirror consisted of binary AlAs/GaAs quarter-wave layers 
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doped with Si. A similar top AlAs/GaAs mirror was Be doped. In these structures, the doping 
was lxlO18 cm-3 in the bulk of the layers, but at the interfaces the doping was linearly graded 
over a 180Ä region and doped 5xl018 cm"3. The active region consisted of 0.12|im A^Ga^As 
confinement layers surrounding a gain region with three 80Ä In0.i85Gao.8i5As QWs with 80Ä 
GaAs barriers. The p-type mirror was capped with a 450Ä p+ GaAs contact layer. In these 
structures the net device voltage at threshold (-1-2 kA/cm2) due the series resistance and the 
accumulated voltage drops at the mirror heterobarriers amounted to 3 to 4 V. In some more 
recent devices the Al content in alternate mirror layers is dropped to 67% to reduce this series 
voltage. 

Careful Reflection High Energy Electron Diffraction (RHEED) studies were done prior to 
the growth to determine the growth rate. Photoreflectometry was done on test DBR mirror stacks 
to determine the relationship between the RHEED growth rate measurements and the optical 
characteristics of the resulting structure. Use of this relationship allows the subsequent SEL 
structures to be grown with the DBR mirror stop band and the cavity mode to be within ±0.5% of 
the design wavelength. Extensive characterization of InGaAs in-plane lasers (IPL) was done to 
characterize the emission wavelength of the active region in relation to the RHEED growth rates. 
All aluminum-containing alloys were achieved by use of short period binary superlattices, or 
digital alloys. The mirrors and cavity were grown at a substrate temperature of 600°C, and the 
quantum well region was grown at 520°C. Five second smoothing pauses were used on each 
side of the quantum wells. The entire structure was grown with cracked arsenic, using GaAs and 
AlAs growth rates of approximately 1 |J.m/hr. The InGaAs quantum wells were grown at 
approximately 1.3 ^rn/hr. In-plane broad-area laser test structures using a 3-QW InGaAs active 
region grown at this high rate showed threshold current densities as low as 160 A/cm2, indicating 
that low growth rate during the InGaAs wells is not required to get good quality material. 

To begin the fabrication of discrete VCSELs, Cr/Au/Ni dots are evaporated onto the 
semiconductor substrate. These dots form the electrical connection to the p-side of the VCSELs 
and provide added reflectivity. The Ni forms the mask for dry-etching. The material is dry- 
etched with chlorine reactive ion etching (RIE) down to the active region, yielding straight 
walled pillars[12]. The devices are isolated and larger contacts are made possible by depositing 
SiNx over the entire substrate using plasma enhanced chemical vapor deposition. In order to 
make contact through the SiNx, the wafer is masked and holes are etched through the SiNx using 
a CF4 plasma. For small VCSELs where this alignment makes this impossible a self aligned 
procedure is used. After depositing SiNx, a planarizing layer of photoresist is applied. Then the 
photoresist is etched back using an 02 plasma revealing the tops of the pillars. The SiNx can 
then be removed using a CF4 plasma. After striping the resist, Ti/Au metallization layers are 
sputtered onto the SiNx making contact with the VCSELs pillars. Contacts for arrays or single 
devices are then formed by removing the unwanted metallization. For higher-speed operation, a 
layer of polyimide is used instead of the resist, and this is left in place following the O2 etching. 
Devices have been fabricated with diameters ranging from less than 2 |im to 150 p.m. The 
VCSELs are arranged for individually probing (hundreds per wafer) or as 1X18 and 4X4 
packagable arrays. 

Most data has been taken by probing arrays of these devices as etched onto the chip being 
processed. For higher power operation or to provide a portable package, some devices have been 
flip-chip bonded onto submounts and placed into a package. Figure 2 shows an example using a 
diamond heat spreader. Such a structure has allowed cw output powers as high as 116 mW from 
a 70 um diameter structure[13]. Using 40 |0.m structures over 30 mW has been coupled into 
multimode fiber[14]. Figure 3 summarizes these results. 
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Figure 2. VCSEL heatsink and bonding geometry. 
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Figure 3. (a) Cw output power and voltage vs. dirve current from a 70 urn diameter VCSEL mounted as in Fig. 2. 
(b) Solid curve is cw output from a 40 |im diameter VCSEL and dashed curve is the power coupled to a multimode 
fiber. 

The devices of Fig. 3 benefited from the use of higher AlGaAs barriers surrounding the 
InGaAs quantum wells as compared to the initial work of Geels, et al[12]. The change to higher 
barriers derived from the investigation of the temperature characteristics of Geels' devices. 
Modeling of the behavior indicated that the major deficiency in the devices was the low x-value 
confinement barriers around the active region [15]. The high gain required for lasing in a VCSEL 
necessitates high carrier densities in the quantum wells. Heating of the active region, due to the 
resistance and heterobarriers of the mirrors, led to high leakage currents over the x=0.2 AlxGai_ 
xAs barriers used in the earlier design. Thus, for the devices of Fig. 3, the x-value of the active 
region around the InGaAs quantum wells was increased to 0.5. Also, the doping at the high-field 
interface of the first four mirror periods was not increased as it is in the rest of the mirror 
structure, so as to reduce the free-carrier loss. 

Smaller size VCSELs measuring between 8 to 20|im in diameter were also fabricated 
from this material. The lasing wavelength was measured to be 997nm. Wallplug efficiency of 
these devices is still low (6%), due to the resistance inherent in the top, p-type mirror design used 
in this device. Figure 4 shows the L-I curves for the various device diameters. The 8fim 
diameter device is comparable in area to the 7p.m x 7|im devices reported by Geels, et al. 
[12,17], and the power output is nearly doubled from those devices. The 1 l|im diameter device 
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is roughly the same size as Geels' 10x10 ^m device, and the power output is 78% higher. The 
device operates CW up to 140°C, with a maximum output power at that temperature of 0.2 mW. 
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Figure 4. CW L-I curves for index guided cylindrical 
VCSELs of 8-15 urn (in 1 urn steps), and 20 um 
diameter. The lasers exhibit a monotonic increase in 
power output with diameter. The small ripples are 
due to residual reflection from the substrate-air 
interface. This interface has a simple AR coating, but 
it retains a reflection of ~0.5%. 

Another design change that resulted from theoretical investigations [16] was to 
deliberately offset the mode of the cavity from the gain peak of the quantum well active region. 
Both the cavity mode and the gain peak shift as the temperature of the active region changes, but 
while the cavity mode moves at roughly 0.8 Ä/°C, the gain peak sweeps at 3.3 A/°C [17,18]. 
The difference in the rates at which the cavity mode and gain peak sweep with temperature 
indicated that it would be possible to create a device which exhibited little threshold current 
change with temperature by deliberately putting the peak gain of the quantum wells at a higher 
energy than the cavity mode. Thus, as the temperature in the active region increases, the gain 
peak should move into alignment with the cavity mode, resulting in efficient operation over a 
large temperature range. Figure 5 shows the effect of stage temperature changes on drive current 
required to reach device threshold as well as 0.25, 0.5, 0.75, and 1.0 mW output power. All of 
the curves reach a minimum at about 45-50°C, evidence of the deliberate offset between the 
peak-gain wavelength of the quantum wells and the cavity mode wavelength. They are also 
relatively flat over a broad temperature range. These curves are direct evidence of the infinite To 
effect expected in these devices. 
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Figure 5. Device drive current as a function of 
temperature for an 8 urn diameter device. The solid 
line is the device threshold current, and the dashed 
lines above it are for power outputs of 0.25,0.5,0.75, 
and 1.0 mW. The curves terminate when the device 
can no longer reach that power level. 
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At room temperature, the 8^im device exhibits a CW differential efficiency of 51%. This 
increases linearly with device area, reaching 66% for the 20|im device due to a combination of 
effects including increased overlap between the carrier distribution and the optical mode.  It 
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should be noted that the CW efficiency measurements are somewhat exaggerated due to the drop 
in the threshold current with temperature between 15 and 40°C. Effectively, as the device heats 
during the CW test, the threshold current drops, causing an increase in the output power 
observed. This exaggerates the output power at a given current over the equivalent stage 
temperature pulsed measurement, where the stage temperature would more closely approximate 
the junction temperature. 

B. AlGaAs/GaAs and Parabolically Graded Mirrors 

A good practical measure of laser performance is the power-conversion, or wall-plug, 
efficiency, defined as optical power out divided by electrical power in. High efficiency operation 
is particularly important for VCSELs to limit the amount of heating caused by wasted power. 
The performance of the structures discussed above is seriously limited by the voltage drop and 
the corresponding heating caused by the top p-type AlAs/GaAs DBR mirror. The high resistance 
of the AlAs/GaAs mirror stack is mainly due to the high energy barriers between the GaAs and 
AlAs. 

Using Alo.67Gao.33As instead of AlAs[19] lowers the voltage barrier at each interface so 
that, at equal optical reflectivity, the overall resistance of an Alo.67Gao.33As/GaAs mirror (30 
periods) is about half that of an AlAs/GaAs stack (18 periods), even though more mirror periods 
are necessary to achieve the same reflectance. Also, we have explored the use of grading the 
composition parabolically at the mirror interfaces[6,20]. If this is combined with a non-uniform 
doping, the valence band can be made nearly flat through the mirror heterobarriers. 

Figure 6 shows a comparison of five different MBE grown wafers that were processed 
into VCSELs as shown in Fig. 1. Both AlAs/GaAs and Alo.67Gao.33As/GaAs p-type DBRs, and 
both linear and parabolic interface grades are considered. Also, the different offsets between the 
mode and the gain peak at room temperature are labeled. The AlGaAs/GaAs samples have 
slightly lower differential efficiencies (due to extra free-carrier loss in the thicker DBR mirrors) 
but the reduced heating allows for higher powers before the characteristic rolls over. Note that 
the samples with a larger gain peak to mode offset generate higher CW output powers due to the 
better operation at elevated junction temperatures caused by self heating. However, the gain 
offset does give a slight threshold penalty. 
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Figure 6. Comparison of both previously reported and recently modified VCSEL structures. CW output power vs. 
current characteristic demonstrating higher power levels for gain offset, parabolic grading, and 
Alo.67Gao.33As/GaAs DBR mirrors, with the best results obtained by using a combination of all three. 
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The real advantage of implementing Alo.67Gao.33As/GaAs p-type DBR mirrors can be 
seen from Fig. 7. As can be seen in part (b) the threshold voltages of all sizes through 40 |im 
occur well below 2 V, and the bias voltage remains below 3.5 Volts over the entire ranges of 
operation. This indicates that much lower electrical powers are required and higher wall-plug 
efficiencies can be attained. The maximum CW output power for these devices reaches 37.3 
mW for a 70 pm device and 29.6 mW for a 40 (im device, which are records for non heat-sunk 
VCSELs. Figure 8 shows the peak wall-plug efficiencies for the same devices, indicating a 
record wall-plug efficiency of 17.3% for a 30pm device. 
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Figure 7.   Comparison of characteristics of Alo.67Gao.33As/GaAs parabolically graded VCSELs with various 
diameters. 

20 40 60 80 
Device Diameter (urn) 

100 

Figure 8. Power-conversion (wall-plug) efficiencies obtained for these devices reach 17.3%. The gain-offset VCSEL exhibits 
higher wall-plug efficiencies. 

Finally, smaller devices were fabricated as outlined above from the same material as for 
Figs. 7 and 8. As indicated in Fig. 9 the devices operate cw with diameters down to 2 p.m. Also, 
the 6pm diameter VCSEL demonstrated 2 mW single-mode output power with 35dB second- 
order mode-suppression. 
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Figure 9. Output power vs. current for smaller devices from the same materials as in Figs. 7 and 8. 

III. RECENT RESULTS ON ASYMMETRIC FABRY-PEROT MODULATORS 

Asymmetric Fabry-Perot modulators (AFPMs) could serve as the optoelectronic link in 
high-speed smart-pixel interconnection and switching systems. They are interesting principally 
because their surface-normal configuration makes large arrays possible and their low voltage 
swings facilitate integration with electronics. We have designed and fabricated AFPMs with 
good dc operating characteristics (20 dB contrast, 1.5 dB insertion loss) which also are capable 
of operating in the mm-wave regime. Previously we had demonstrated large-signal modulation 
of these devices at 20 GHz and predicted /3dBS approaching 40 GHz[21]. Here we present 
measurements attesting that these AFPMs do indeed roll off at 37 GHz, a speed far higher than 
that of any other transverse modulators to date [22,23], and competitive with even the fastest 
travelling-wave modulators. These high-speed AFPMs should open possibilites of smart 
interconnection and switching systems with extremely high aggregate bit rates. 

ASFPs have much the same structure as the VCSEL depicted in Fig. 1. However, the top 
(output) mirror typically has a reflectance -50% rather than -99%. From our earlier work[21,24] 
we have concluded that the modulation speed of AFPMs seems to be i?C-limited (at optical 
intensities well below the exciton saturation point). At higher optical intensities, the bandwidth 
is transit-limited because of space-charge effects in the MQW material. To test whether the 
situation is the same for large-signal modulation, we designed a layer structure with a wide 
intrinsic region which minimizes the device capacitance while maintaining high-contrast, low- 
voltage-swing operation [25]. Then 16 x 20 mm diodes with low resistance (=100 Q) and 
capacitance (-25 fF) were fabricated. At dc, these devices give 20 dB contrast and 1.5 dB (3 dB) 
insertion loss for a 6 V (4 V) swing about a 12 V dc bias at X = 864 nm. Large-signal, swept- 
frequency modulation of these devices to 20 GHz was then demonstrated using a cw Ti:Al203 
laser and a high-speed photoreceiver [25]. 

More recently, a mode-locked dye laser has been used to illuminate the modulator with a 
comb of frequencies separated by the repetition rate of the laser (80 MHz) as shown in Fig. 10. 
The device was then driven with a large mm-wave signal (up to =10 dBm, corresponding to ± 2 
V at the device) at a selection of frequencies between dc and 40 GHz, each separated by 10 kHz 
from one of the laser-generated comb frequencies. The resulting IF signal is detected by a low- 
noise, high-gain detector and fed to a spectrum analyzer.  As shown in Fig. 11, the calibrated 
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response shows the expected 3dB bandwidth of 37 GHz for equivalent cw incident optical 
powers less than about 100 u.W, and a transit-limited 18 GHz for higher optical intensities. This 
frequency response rivals even the fastest III-V [26] travelling-wave devices and should make 
possible extraordinarily high-aggregate-bandwidth space-multiplexed photonic switching 
systems. 
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Figure 10. Large-signal 40-GHz measurement apparatus. 
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Figure 11. Large-signal measurements of 16 x 20-mm modulators from 2 - 40 GHz with integrated probe pads at 
various optical power levels (approximately 10 uW, 50 oW, 85 uW, 110 uW, and 3 mW equivalent cw power 
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incident on the device, respectively). Solid curves show calculated roll-off with fßjg =37 GHz (RC limit); dashed 
curves are for f^^Q =18 GHz (transit limit). 
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SILICON GERMANIUM HETEROBIPOLAR TRANSISTOR FOR HIGH SPEED 
OPERATION 

E. Kasper and A. Gruhle 

Daimler-Benz AG, Research Center Ulm, Wilhelm-Runge-Str. 11, D-89081 Ulm, Germany 

ABSTRACT 

The high frequency dilemna (limited high frequency operation only possible with high base 
sheet resistivities) of silicon bipolar junction transistors can be overcome by the application of 
heterostructures. In a first part we give an overview about the SiGe base heterobipolar-transistor 
(SiGe-HBT) concept and about the devices realized so far. In the second part we report about our 
SiGe-HBT device work based on Si-MBE grown structures. Experimental results obtained 
include transit frequencies up to 100 GHz, maximum oscillation frequencies up to 65 GHz, low 
base sheet resistivities (0.7 kQ/D to 3 kQ/D), encouringing noise properties (< 2 dB at 10 GHz) 
and successful tests in 24 GHz oscillators. 

I.   INTRODUCTION 

The silicon bipolar junction transistor (Si-BJT) is limited in its speed by the base properties 
(lower limit for the base width wg, upper limit for the base doping Ng)- The principal (punch 
through, tunneling) and technological limits (doping fluctuations, pinch resistivity) are given in 
Fig. 1 (calculated for flat doping profiles, but similarily valid for general profiles). Punchthrough 
of the reverse biased collector-base junction occurs for low base sheet dopings: 

(A>J2 * — NC(VK. + Vd) = 2.25-10" /m4 (1) 
e 

NB » NC base and collector doping, wg base width, Vgo Vj s 1 V; voltages (base collector 
and diffusion voltage, respectively), e (K)"10 As/Vm) dielectric constant for Si, e electron charge. 
The numerical values are given for NQ = 4.5-1016cm3, VBc = 3 V. To avoid complete 
punchthrough the base sheet resistivity RD has to be below (weighted by the mobility \i): 

{RD |X) < 2e t Nc (VHC + Vd) = 400m2 / As (2) 

The other limit for the base doping is given by tunneling of the emitter-base junction at roughly 
Nß = 5-1018/cm3 (Ng >> Nß). The constraints from technological reasons may be even stricter. 
Consider a thin base with statistically distributed acceptors. Fluctuations and local punchthrough 
may occur when the number N of acceptors within a cube of length wg is to small. In Fig. 1 the 
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limit for N = Ng wß3 = 10 acceptors is shown. Outside of the active emitter area where the 
emitter-base junction is not forward biased the space charge layer from this junction may pinch 
the connection between base contact and inner base. The pinch resistivity increases to infinity for 

2F 
NBwB

2 = — Vdsl.25-\0')m-] (3) 

or 

Rn[i = wB/{2£Vil) = 5-10" wtt {in2 /As) (4) 

The need for a certain current gain ß which can be fulfilled only with high emitter dopings 
Ng » Nß and the above given base layer limitations set the BJT in a unfavorable position 
compared to the hetero transistor (HBT) with its much larger freedom for the layer design. 

II. SiGe DOUBLE HETEROSTRUCTURE BARRIER 

Many of the design limitations of the BJT can be solved by a heterojunction emitter with a 
larger bandgap than the base material (band gap difference A Eg). The current gain ß is increased 
by a factor exp (A E(I/kT) allowing a highly doped base together with a low doped emitter. The 
tunneling limit can therefore be overcome by an emitter doping below S-lO^/cm^, the acceptor 
fluctuations and the base pinching are strongly reduced by the high base doping up to lO^O/cnP. 
The best choice of a wide gap emitter material on Si would be SiC, but the extremely large lattice 
mismatch and technological problems will shift a broad application to an undefined future. Within 
the past few years the SiGe/Si material system has gained considerable progress which made the 
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realization of a slightly different HBT concept attractive. Instead of a wide band gap emitter a 
small band gap base (SiGe) is provided which results in heterostructure barriers both at the E-B 
and the B-C interface (DHBT double heterobarrier bipolar transistor). Very fortunately the band 
offsets of strained SiGe on Si (Fig. 2) meet the demands of the n-Si/p-SiGe/n-Si transistor nearly 

(strained) 
SiGe 

Fig. 2: 
Typical band alignment for 
strained SiGe on Si 
(unstrained) 

ideally. The band gap difference A ElT is mainly on the valence band side (A Ev = A Eg) with near 
flat band conditions on the conduction band side (A Ec « A Eg). The bandgap difference SiGe/Si 
is naturally dependant on the Ge content x of the Sii.xGex alloy with A Eg about 150 meV for 
20% Ge-content. Compared to the BJT the collector current Ic of the HBT is increased heavily 

V„F 1=1   exp-^-1 C CO r       -ir 
(5) 

/   = 
eDnnr{SiGe) 

(6) 

because the intrinsic carrier density nj is much higher in SiGe than in Si (roughly by n;2 - exp 
(A E„/kT)). The forward biased B-E junction emitts electrons as excess minority carriers into the 
base. On the emitter side the electron density is enhanced by exp (VBEA'T) 

as shown in Fig. 3. 
The strain splits the sixfold degenerate conduction band into twofold (electrons flying perpendi- 
cular to the interface) and fourfold (electrons moving in plane) states. Also the heavy and light 
hole states are splitted. This significant change in band structure and the overlap with heavy 
doping effects prevent at the moment an exact prediction and analysis of the currents although the 
basic mechanism are now understood. Often data from unstrained material are used which could 
result in uncertainties of at least a factor two. 
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The Ge lattice constant is 4.2 % larger than that of Si. As a first approximation one can 

assume a linear relationship between Ge content x of the alloy and the lattice mismatch r\ 
(Vegard's law): 

r\ s 0.042 x (7) 
For exact calculations the slight deviation [1] from Vegard's law has to be considered 

T) = 0.042 x [1-0.12(1-x)] (8) 

A lot of the progress now made with SiGe and other strained layer materials is based on the fact 
that with modern epitaxy techniques (low temperature process) material with good crystal quality 

can be grown to much higher layer thicknesses [2] than earlier predicted by equilibrium theories 

[3]. Equilibrium theories predict strained layer growth up to a critical thickness which is about 
10 nm for SJQ 75Ge(j 95 on Si. Above the critical thickness misfit dislocations which are 
undesired from the viewpoint of device physics let the layer strain partly relax. By growth at low 
temperatures (e.g. 550 °C) the critical thickness can be increased to 100 nm (metastability). It 
should be mentioned that the Si-cap (emitter) grown on top of the SiGe-layer further stabilize the 
structure. 

III. DEVICE REALIZATION 

Within a short time an astonishingly rich variety of technological solutions for the SiGe- 
HBT was developed. We try it to classify by the following scheme (Tab. 1). One criterion of the 
cassification is if inversion of the doping levels (Ng > Ng) is obtained (true HBT). Especially 
with strong Ge grading (low Ge content at the B-E junction) the inversion cannot be realized. 
Other criteria involved include selective growth, growth of the complete structure in one run, 
mesa type device morphology and postepitaxial processing temperatures. 
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Table 1: Technical SiGe-HBT solutions. Provisional classification scheme. See text. 

Ref. Doping 
Inversion 

Selective 
Growth 

One Epi 
Run 

Planar 
(Non Mesa) 

Max. 
Process T 

IM - - - + conv. 
151 + - - + 880 °C, 15 s 
/6/ ? - - + 800 °C, 10 s 
111 - + - + 950 °C 
/8/ + - + - 900 °C 
191 + - + (-/+) 800 °C 

710/ + - + - - 

With these different approaches excellent high frequency results were obtained with frr; ranging 
from 40GHz to 110 GHz, with fmax up to 65 GHz. A rather large spread is seen in base sheet 

resistivities (0.7 kQ/D - 17 kQ/D) with essential improvements compared to BJT only for layer 
designs with doping level inversion. 

IV. MBE GROWTH IN ONE RUN 

In the following we report about our own results based on MBE grown material. The 
complete active structure (collector, base, emitter, emitter contact) was grown in one run. The 
basic idea behind the "one run concept" is to outbalance the additional efforts for the HBT by a 

reduction of process steps. The MBE equipment [11] used (Si-MBE B) consists of two UHV- 
chambers (storage chamber with 10 wafer magazine and the growth chamber) both connected by 
a transfer mechanism. 

Only subsystems proven to be necessary for the process (design principle of highest simpli- 
city) are installed inside the growth chamber. These include the material sources (elemental Si, 
Ge, B, Sb), the substrate heater, wafer holder with voltage supply (for doping by secondary 
implantation DSI) and in situ monitoring instruments used for process control. The growth 
temperature was decreased from 650 °C at the collector side to 325 °C at the emitter contact side. 
Short anneals were performed before (900 °C) and after growth (600 °C). The collector (130 nm- 
250 nm) is Sb-doped (typ. 2'1017/cm-v), the following SiGe-layer (20 % Ge - 30 % Ge) is highly 
doped with B (typ. fi-lO^/cnP) cladded by thin (1-10 nm) intrinsic layers at the interfaces. The 
70 nm thick emitter is only doped to 2-10%cin3 (Sb) followed by the heavily doped 
(2,1020/cm3; Sb) emitter contact. The chemical profile and the strain status of the multilayer 
structure are investigated by SIMS and X-ray diffraction (XRD). 

V. HIGH FREQUENCY RESULTS 

Mesa type test transistors (Fig. 4) for on wafer measurements were fabricated without any 
additional medium or high temperature processes [12]. Gummel plot measurements in normal and 
inverse direction were performed and the ideality factors n of the collector currents were very 
carefully determined. Parasitic barriers at the E-B junction [13] as created by outdiffusion would 
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Scheme of the mesa 
type HBT 

increase the ideality factor n from 1.0 to up to 1.1. Parasitic barriers at the B-C junction can be 
seen in inverse operation by an increase of the inverse ideality factor n^j). It can be shown that a 
simple relationship exists between the Early voltage V^ and the inverse ideality factor 

VT 
n{j) 

n(, -' V  W 

(9) 

The inverse Early voltage and the normal ideality factor are related in the same way. In our 
experiments we found out that these electrical measurements are more sensitive to boron outdiffu- 
sion (1-2 nm) than SIMS analysis (3-5 nm). Furtheron it seems that the SIMS boron profile is 
systematically shifted (~ 5 nm) to higher depths (knock on effect of the analysing ions?). Guided 
by these electrical measurements we have chosen the thicknesses of the intrinsic cladding layers to 
be 1-2 nm (emitter side) and 10 nm - 15 nm (collector side), respectively. As a next step we have 
varied the thicknesses of the SiGe layers from 50 nm to 25 nm. The associated decrease of the 
base transit time xg 

wa 
Xü = 2D 

(10) 

resulted in an increase of the transit frequency fy (Fig. 5) from 40 GHz to slightly above 
100 GHz. Together with an IBM group [6] we demonstrated the operation of a Si-based 
transistor at the 100 GHz region. In our case this was obtained - due to the superior base sheet 
resistivities (0.7kQ/D - 3 kQ/D) - with a simple process and relaxed optical lithography (1 ^m 
emitter contact line). Because of the simple process (no outer base, large collector area) the best 
fmax values obtained with 30 nm SiGe layers are significantly below 100 GHz (best fmax = 
65 GHz). In spite ofthat this fmax value is to our knowledge also a record for SiGe-HBT's. 
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VI. OUTLOOK 

Although we believe that by further systematic layer design optimization (base doping, 
emitter thickness, collector doping) die transit frequency can be increased to 130 GHz - 150 GHz 
the main efforts in transistor development will shift to increase the fmax values to at least up to 
fp. The need in process technology is to combine the simple process scheme with standard silicon 
planar processing [8]. First attempts with our epitaxial material on a production line (Telefunken 
microelectronic - TEMIC) confirmed our optimistic view with fp = 40 GHz tran-sistors. 
Integration started with small scale monolithic circuits (first demonstration of a multi-plexer by 
our partner Ruhr University Bochum, H.-U. Schreiber) and hybrid integrated microwave 
oscillators [14] for 10 GHz and 24 GHz. Very encouraging noise measurements [15,16] promise 
attractive HBT solutions for mobile communication (1-10 GHz). The relaxed production require- 
ments (1 \xm lithography) should lead to an attractive economic perspective forSiGe-HBT IC's. 
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ABSTRACT 

While numerous luminescence effects have been reported for Si-based materials, with 
few exceptions the efficiencies have been extremely low. The observation of strong, room- 
temperature, visible emission from porous Si has renewed interest in and stimulated research 
on light emission from column IV materials. This paper reviews some of the accomplishments 
that may presage the development of Si-based light emitters. 

I. INTRODUCTION 

The realization of practical, low-cost Si-based emitters would impact several key 
technologies including optoelectronic integrated circuits, optical memories and logic, and 
advanced display systems. Several mechanisms that give rise to luminescence in column IV 
materials have been documented. Electroluminescence in bulk crystalline Si was 
observed many years ago in forward [1] and reverse biased p-n junctions. Under 
forward bias the luminescence arises from band-to-band phonon-assisted 
recombination. This weak emission (quantum efficiency ~ 10"4%) peaks in the near 
infrared. In reverse bias, near avalanche breakdown, the luminescence is visible, 
the efficiency is poor, and its origin is still the subject of controversy. Numerous 
techniques have been used to improve the luminescence efficiency column IV 
materials. These approaches can be broadly categorized as (1) elimination of 
crystallinity, (2) introduction of defects, or (3) the creation of nanostructures. Some 
of the non crystalline materials such as polysilanes [3], hydrogenated amorphous Si 
[4,5], and siloxene [6,7] have yielded efficient luminescence but at the price of good 
electrical transport and thermal stability. The motivation for introducing defects is 
to confine carriers in coordinate space which creates dispersion in momentum space 
thereby enhancing no-phonon recombination. Some success has been achieved with 
isoelectronic isolated impurities and impurity complexes and with rare earth 
transition metal impurities. A large number of isoelectronic traps have been 
identified in Si and some, such as carbon, have exhibited efficient luminescence at 
77K but in all cases the luminescence is negligible at room temperature [8]. The 
most successful rare earth ion has been Er [9,10]. An electroluminescence efficiency 
of 0.05% was achieved at 77K but the relatively low solubility of Er in Si combined 
with the low radiative transition probability place severe constraints on this 
approach [11]. Si-based nanostructures have also been the subject of many diverse 
research efforts. This approach is reminiscent of bandstructure engineering in III-V 
compounds. Micro-crystalline structures [12-17] and Sii-xGex/Si quantum wells [18-23] 
have shown potential but have not achieved the necessary efficiencies at room 
temperature. Recently, however, porous Si has exhibited efficient visible, room temperature 
photoluminescence (PL) [24]. Electroluminescence has also been reported [25-27], but, to date, 
efficiencies have been well below the PL results and the primary research thrust has been 
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the identification of the physical mechanisms responsible for the luminescence. In this paper 
we review some of the recent work on Si-based nanostructures. 

II. NANOSTRUCTURES 

Several column IV nanostructures have exhibited luminescence. In one of the 
first reports of quantum size effects in a Si structure, Dimaria et al. [15] showed 
that under certain fabrication conditions off stiochiometnc S1O2 contained small Si 
islands or microcrystals of average diameter ~ 20A in a matrix of Si02. These 
microcrystals exhibited characteristics consistent with three dimensional quantum 
confinement. It should be noted that the authors also postulated that the 
luminescence might originate at the interface between the Si microcrystals and the 
SiC-2 host material. More recently, Takagi et. al. [16] showed that the dimensions of 
the suspended Si islands in Si02 can be controlled through the time and 
temperature of a post oxidation process. Consistent with the quantum confinement 
model, a reduction in the size of the crystallites caused the photoluminescence to 
shift to higher energies. Similar behavior for Ge microcrystals in S1O2 has been 
reported [14]. The samples were fabricated by co-sputtering Ge and SKD2. A post 
annealing step resulted in the formation of Ge microcrystals and the onset of 
photoluminescence. In each of the cases of microcrystals in Si02 the quantum 
efficiency was ~ 10"3 to 104%. . 

Higher photoluminescence efficiencies have been achieved with hydrogen 
terminated microcrystals. These small Si crystallites have been produced by 
decomposition of SifU and H2 with a microwave plasma [16], rf sputtering in a 
hydrogen gas [12], and eximer laser photolysis of disilane (Si2H6) [17]. These 
diverse fabrication techniques yield structures consisting of nanometer-scale 
crystalline Si cores with H termination at the surface, possibly in the form (SiH2)n 
Furukawa et al. [12] observed visible photoluminescnece from Si microcrystals that 
were fabricated by low-temperature sputtering in H. Using Fourier transform 
infrared spectroscopy to determine the H content and optical transmission to 
measure the absorption coefficient, they showed that the optical bandgap increased 
with H content. They concluded that the luminescence originiated in "... small 
crystalline silicon particles surrounded by hydrogen atoms, which are bonded in the 
dihydride form." Heath and Jasinski [17] have produced similar hydrogen- 
terminated Si "balls" using eximer laser photolysis of disilane. It is also worth 
noting that the wavelength of the PL peak for these particles was not a function of 
size but rather of crystallinity . It is well known that H a:Si luminescences in the 
near infrared and the visible. Wollford et al. [3] showed that the optical gap 
increases with increasing H content and that the higher hydrogen levels also have 
the fewest dangling bonds. Collectively, these results have raised several issues 
regarding the role of H in the luminescence process, i.e., does H simply provide an 
excellent passivation to the microcrystals thus reducing nonradiative surface 
recombination or does it play a more active role in altering transition levels. 

Compared to the structures discussed above, quantum-well devices have the 
advantages of uniformity, flexibility, and more control over dimensions. It has been 
suggested that efficient, direct bandgap recombination could be achieved with zone- 
folded, short-period Sil-xGex/Si superlattices [28]. To date, however, all 
experimental evidence for direct bandgap behavior has been from material with 
high dislocation densities which have known luminescence properties. Other effects 
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including bound and free exciton recombination and no-phonon emission give rise to 
luminescence in strained Sii-xGex/Si quantum wells. Terashima et al. [29] first 
reported photoluminescence from exciton recombination in strained Si l-xGex (x = 
0.042) films grown by MBE. This was extended to x = 0.2 by Sturm et al. [30] using 
quantum wells and superlattices grown by rapid thermal chemical vapor deposition. 
Internal PL quantum efficiencies as high as 31% have been achieved at 4 K from 
strained layers grown at 400 °C by MBE and subsequently annealed at 600 °C [31]. 
Recently, Mi et al. [32] have achieved room-temperature electroluminescence at 1.3 
Jim and 1.5 (im from strained Sii-xGex quantum wells. The internal quantum 
efficiency at 1.3 |im was estimated to be > 2xl0"4. 

III. POROUS SILICON 

There is still a great deal of uncertainty regarding the origin of the 
luminescence from porous Si. The emission was initially modeled as two- 
dimensional confinement in quantum wire-like structures of highly porous, 
electrochemically etched Si. There has been substantial support for this 
interpretation. The quantum size effect accounts for the observed increases in the 
optical transition energies (~ 0.5 to 1.0 eV) relative to the bandgap of Si and the fact 
that the peak of the emission spectrum shifts to shorter wavelengths as the feature 
sizes are reduced by chemical dissolution [33]. These luminescence characteristics 
require confinement in 3 to 5 nm microstructures. Transmission electron microscopy 
(TEM) [34,35], Raman spectroscopy [36], and X-ray diffraction measurements [37] 
have confirmed the presence of Si-crystallites with these dimensions. This model 
also appears to explain the wavelength dependence of the luminescence lifetime 
after pulse excitation [38]. Finally, Halimaoui et al. [39] have shown that 
electroluminescence is obtained during anodic oxidation of porous Si and that the 
peak wavelength decreases with oxidation time. This was explained in terms of a 
progressive reduction in the sizes of the silicon crystallites. The efficiency of the 
electro-oxidized luminescence is estimated to be as high as 3%. [40] 

While the quantum confinement model has successfully accounted for many 
of the luminescence characteristics of porous silicon, there are also difficulties. 
Brandt et al. [6] have pointed out that the density of silicon crystallites of the 
correct size to account for visible luminescence is not sufficient to yield efficiencies 
in excess of 1% and that the size distribution is inconsistent with the PL spectral 
width (~ 0.3 eV). There is some inconsistency in reports of the low-temperature 
behavior of the PL spectra, but it appears that the anticipated blue-shift with 
decreasing temperature is absent [7,41]. It is also somewhat surprising that porous 
silicon fabricated under a wide range of etching conditions would produce such 
similar luminescence. 

Other hypotheses for the luminescence of porous Si include (1) the formation 
of wide-bandgap material such as a-SiHx or siloxene or (2) recombination through 
boundry layer states. There have been reports of TEM and Raman spectroscopy that 
reveal amorphous regions in the porous silicon layers [35,42,43]. It has been 
suggested that the luminescence originates in these amorphous regions [43,44] since 
it has previously been shown that thin, amorphous polysilane films grown by 
homogeneous chemical vapor deposition exhibit efficient (>1%), room-temperature 
photoluminescence [9] and the surface of porous silicon is known to be terminated 
with hydrogen in the form of SiH and SiH2 [45]. For this model the specific 

1-6 
34 



mechanism responsible for the luminescence has not been identified but it might 
involve hydrogen-terminated silicon clusters with polysilane bridges. 

A somewhat related model involves the formation of siloxene compounds on 
the surface of the sponge-like Si skeleton of the porous regions [15,16]. The 
crystalline structure of siloxene (Si603H6) consists of six-fold Si rings which are 
interconnected by oxygen bridges to form a planar arrangement. Siloxene is the only 
Si-based compound that has a luminescence efficiency (- 10%) as high as that of 
porous Si. Intense blue, green, and red luminescence has been demonstrated in 
siloxene layers grown on Si substrates. The PL, Raman, and IR spectra of siloxene 
are remarkably similar to that of porous Si. In addition, siloxene exhibits 
photoenhanced degradation and thermal quenching for T > 300 °C similar to that 
observed in porous Si [46,47]. Specific details regarding how siloxene derivatives are 
formed during the anodization process have not been resolved. Of particular concern 
is the fact that the surface of as-anodized porous Si appears to be free of O. Also, it 
has not been demonstrated that siloxene can be fabricated electrochemically. 

Both the polysilane model and siloxene appear to be inconsistent with 
thermal annealing studies of the PL intensity. It has been shown that the PL is 
quenched for annealing temperatures > 300 °C and that the decrease in 
luminescence is attributable to the desorption of H from the surface [46]. Recently, 
however, Petrova-Koch et al. [48], have shown that the luminescence can be 
recovered for annealing temperatures in the range 700 °C to 1000 °C in an O 
atmosphere. The decrease in the H passivation near 300 °C coincides with an 
increase in the electron spin resonance signal which then vanishes at the higher 
temperatures where oxidation occurs. The picture that emerges is that the surface 
of the as-prepared material is passivated with H which results in a very low surface 
recombination velocity. As the H is thermally desorbed, the number of dangling 

Primary 
Excitation, 

hv 

locally 
disordered Si O O 

Figure 1. Surface-state model for luminescence in porous Si. Recombination can occur (1) between a 
photo-excited pair for which the emission energy is E0, (2) after localization of either the electron or 
hole (E i), or (3) between a bound hole and a bound electron. 
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bonds increases nonradiative recombination via defects and causes the PL intensity 
to drop. At the higher temperatures 0 passivation of the Si cores restores the 
efficiency of the radiative processes. Infrared spectroscopy of the oxidized samples 
shows a complete absence of H. 

Recently, Koch et al. [49] have proposed a model in which absorption occurs 
in the core of the Si nanometer-crystallites and recombination proceeds through 
lower energy states at the disordered surface. This model is illustrated in Fig. 1. 
Owing to the nanostructure features of porous the absorption edge is blue shifted 
relative to bulk Si. The surface states or boundary traps are postulated to result 
relaxation and reconfiguration of the outermost atoms of the clusters. These surface 
experience changes in bond lengths and angles. Recombination can occur between 
the photogenerated electrons and holes in within the crystalline regions. It has been 
shown that this is not a strong recombination mechanism however because the 
transitions retain their indirect characteristics. A more probable recombination 
channel involves a free electron or hole and a bound carrier at the surface. The third 
mechanism, between bound electrons and holes, is not favored because of the weak 
overlap of wavefunctions. This representation is consistent with the size-related 
blue shifts in the PL spectra and also explains the fact that the PL peak occurs 
approximately 400 meV below the fundamental absorption edge of porous Si [50]. 
This model accounts for most of the observed size- and structure-related 
characteristics and accents the prominant role of surface chemistry in the 
luminescence process. 
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Figure 2 Photoluminescence spectra of p-type Si: (a) as-anodized sample after immersion in 
H20:acetic acid:49% HF=2:1:1, (b) blown dry, (c) immerse in H"20:acetic acid:49% HF=2:1:1, 
and (d) blown dry. 

The importance of surface chemistry has been underscored by evidence that 
the luminescence peak can be significantly altered by changing the composition of 
the electrolyte in which the samples are immersed. Using this approach the 
emission has been repeatedly cycled (> 100 times) between green and red [51]. It has 
also been shown that the luminescence changes when the samples are withdrawn 
from solution. Figure 2(a) shows the green luminescence from an as-anodized 
sample. The high-energy portion of this spectrum is truncated somewhat owing to 
the presence of a long-pass filter that was used to block the laser light. After the 
samples were dipped into DI water and blown dry with nitrogen, the PL changed 
from green to red (Fig.2(b)). However, returning the samples to a 2:1:1 solution of 
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water 49% HF and acetic acid resulted in green luminescence immediately 
(Fie 2(c)) Finally, when the sample was again blown dry in air the spectrum shitted 
back to the red (Fig.2(d)). In related work Müller et al. [52] have observed that the 
PL peak can be tuned and shifted by chemical reactions catalyzed by the presence ol 

lg The excitement over the efficient luminescnece from porous Si has been 
primarily due to the expectation that it might be the precursor for the integration of 
optoelectronic devices with conventional electronics on Si chips. 
Electroluminescence has been reported using indium tin oxide [25] and Au L26J films 
on p-type porous Si layers. Both of these devices rely on the injection of high energy 
carriers into the porous region. Bassous et al. [27] have reported emission from 
anodized p-n junctions. These devices had turn-on voltages less than IV and the 
optical output varied linearly with input current. Recently, Steiner et al. [53J have 
achieved an increase in the quantum efficiency (10 to lOOx) using a structure 
consisting of a nanoporous light-emitting n layer sandwiched between a mesoporous 
p+-doped cap layer and a macroporous n-type layer. This configuration has efficient 
carrier injection into the nanoporous recombination and good current-voltage 
characteristics. The emission is red-orange light with a spectrum very close to the 
PL spectrum. Optimization of this type of structure may lead to even higher 

Photodetectors have also been fabricated from porous Si. A porous Si 
Schottky barrier photodiode with a quantum efficiency of 97% and a response time 
of 2 ns has been reported by Zheng et al. [54] and Yu et al. [55] have fabricated a 
porous Si MSM photoconductor with a responsivity of 0.5 AW. At present there are 
two factors that could severely restrict the utility of porous Si for device 
applications. The first is that aging under ambient conditions changes the 
luminescence characteristics and the other is that the porous region can be damaged 
during fabrication. For example, it etches rapidly in photoresist developer, lsai et 
al [56] have shown that rapid-thermal-oxidized porous Si is stable and can 
withstand conventional processing procedures. They have used the oxidized waters 
to fabricate a photodiode with a quantum efficiency of 75% at 740 nm. In addition, 
these devices appear to have an enhanced UV response relative to bulk bi 
photodiodes. 

IV. CONCLUSIONS 

Luminescence from several Si-based structures has been reported. While 
most of the work to date has concentrated on fundamental materials issues the 
potential for device applications is exciting and should stimulate further research. 
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Abstract 

The results of experimental study and design criteria of high efficiency power heterojunction 

bipolar transistors (HBTs) are reported and discussed. Self-aligned Npn HBTs fabricated by 

dry process technology have shown excellent device characteristics with low collector offset 

voltage ( < 150 mV) and low knee voltage (< 0.7 V), and excellent high-frequency responses 

well into the millimeter-wave range. The FET-like device topology provides a means to 

preserve the power gain in device scaling for large emitter area. At X-band (10 GHz), an 8-cell 

common-base (CB) power transistor with emitter area of 240 |J.m2 demonstrated 17.2 -17.5 dB 

gain. The 12-cell (360 |im2) common-emitter (CE) HBTs with a breakdown voltage (BVceo) 

of 11V delivered 0.53W output power with 57% power added efficiency (P.A.E.) and 11.3 dB 

power gain at 4 GHz. Peak power of 0.68W, P.A.E. of 52%, and 10.3 dB power gain also 

was achieved at a collector current density of 5.5x10^ A/cm2. 

I.    Introduction 

The rapid progress of InGaP/GaAs tunneling emitter and heterojunction bipolar transistors 

(TEBTs and HBTs) has raised much interest in pursuing their microwave applications. The 

advantage of small conduction band discontinuity ( 130-150 meV) and excellent interface 

quality of the InGaP/GaAs HBT [1] provides, respectively, much smaller offset voltage ( < 

200 mV) and high current gain at low current density compared to the conventional 

AlGaAs/GaAs HBTs [2,3]. Furthermore, the thermal conductivity (W/deg.cm) of InGaP [4] 

between 300 °K and 700 °K is greater than that of GaAs and AlGaAs. All these characteristics 
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may improve the device power-added efficiency (P.A.E.) and linearity in microwave power 

operations. 

Up to now, however, most reports in the literature are focused on the DC performance - 

only a few have small signal RF results. In this paper, we report on the design of power 

transistors and the microwave power performance, as well as small signal results of MOMBE- 

grown InGaP/GaAs HBTs fabricated with self-aligned technology. Power transistors 

consisting of 4, 8, and 12 cells were fabricated using self-aligned technology and lapped down 

to 2 mils for microwave power evaluation. Based on a finite-element 3D analysis, a novel 

device topology (FET-like) was proposed to optimize the thermal design and eliminate the 

distributive effect in transistors with large emitter peripheries. 

II.    Design Consideration of Power HBTs 

Heterojunction bipolar transistors have an advantage over field effect transistors (FETs) in 

cut-off mode operation for high P.A.E.[5] The P.A.E. of HBT power amplifiers operated in 

classes AB, B, and C can be further improved to nearly reach theoretical limits by enhancing 

the collector efficiency and power gain. Both factors depend on the heterostructure material 

system, epitaxial layer design, device layout, DC and RF characteristics (which are the 

outcome of device technology), and operating conditions. In general, high collector efficiency 

can be achieved in HBTs through a low microwave saturation voltage and a high voltage bias 

in device operations. The microwave saturation voltage is determined by the collector offset 

voltage and knee voltage of device output characteristics in the operating microwave 

frequency. [6] 

To maintain a high efficiency at moderate bias voltages (if system applications limit the 

operation at high voltage), optimization of device design is necessary to minimize the 
microwave saturation voltage(MWVces) and to maximize the power gain. Achieving the 

minimum MWVces at chosen bias voltage (Vcc), the total output power is then dominated by 

the peak current at the fundamental frequency of operation, and the power gain is determined 
primarily by the cut-off frequency, fp; maximum frequency of oscillation, fMAX; and emitter 

lead inductance, Le.[as explained in the Ref. 6] Furthermore, both theoretical analysis [5] and 

experimental evidence in our laboratories show that low saturation resistance (which leads to a 

low knee voltage) and sufficient current gain at low collector current densities are essential for 
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achieving high power gain.[7]    High power gain at low bias level is key to high efficiency 

performance. [8] 

In the design of InGaP/GaAs HBTs, a device layout based on self-aligned device technology 

as well as a heavily carbon-doped GaAs base layer was selected to accomplish high f]y[AX- To 

minimize the thermal effects on device performance, a large spacing (66.5 urn) between the 

emitter fingers and a thin substrate (2 mils) were suggested from the results of thermal 

modeling study using 3D finite element analysis. Within the power transistor, each unit cell 

—composed of an emitter finger of 2x15 |im2— is interconnected through anisotropically 

etched and Au-plated backside vias on extrinsic emitter pads (Fig. 1). This via interconnection 

can reduce grounding inductance and aid heat dissipation. Multiple bonding pads at both input 

and output ports of 12-cell power transistors were utilized to minimize phase delay. With this 

particular device layout, power combing was achieved, and a junction temperature below 120 

°C was estimated (by simulation) using the microwave power operations described below. 

To achieve a high frequency response (high fT) with high current drive capability as well as 

a high breakdown (with BVce0 ~ 11-12 V), heavily doped InGaAs emitter cap layers, a thin 

base layer with a high doping level, and optimized collector thickness and doping were 

included in the device epitaxial layer design. (Table 1) Small conduction bandgap discontinuity 

in lattice-matched InGaP/GaAs heterointerface and high carrier concentrations in the base and 

emitter contact layers provide the means to reduce the collector offset and low saturation 
resistance, thereby a low knee voltage and minimum MWVces. 

In studying the frequency response and its correlation with total emitter area, small signal RF 

measurements were carried out on common-base transistors with different numbers of unit 

cells (CB4 and CB8). Results are summarized in Table 2. At 10 GHz, and at collector current 
density, Jc = 3xl04 A/cm2, small signal power gain (17.2 - 17.5dB) of an 8-cell CB HBT 

with total emitter area of 240 |im2 are comparable to those of 4-cell CB transistors with emitter 
area of 120 (im2 at different collector bias voltages (Vcb). This indicates that the FET-like 

device layout along with a large emitter-spacing fabricated with a via-hole interconnect 

preserves the device microwave gain in scaling the device for large emitter area (more collector 

current), thus yielding higher output power. 
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III.   Epitaxial Structures and   Device Fabrication 

The epitaxial layers were grown on 2-inch semi-insulating GaAs substrates at a constant 

temperature of 525 °C in the a metal-organic molecular beam epitaxial (MOMBE) system. The 

layer structures are illustrated in Fig. 1. In order to optimize the microwave power 

performance at relative low operation voltages, a collector thickness of 5000 Ä was selected in 

the epitaxial design. Triethylgallium (TEG) and trimethylgallium (TMG) were used to grow 
the n-type and p+ GaAs layers, respectively. Arsine (ASH3) was the group V source during 

GaAs growth. The group III organometallic sources utilized for the growth of InGaP were 
trimethylindium (TMI) and trisobutylgallium (TIBG)[9], while phosphine (PH3) was 

introduced to the chamber via a low-pressure cracker maintained at 1100 °C to generate the 

group V element. 

The HBT devices are fabricated using a base-to-emitter self-aligned technology. Device 

isolation was achieved from a sequence of ion implant steps using proton and fluorine ions. 

Emitter ohmic metal was utilized as the etching mask to define the emitter fingers and to form 
emitter mesas via multiple steps of reactive ion etching (REE) using CCI2F2-, and BCl3-based 

discharges for etching GaAs layers, while using CÜ4/H2/Ar-based discharge and selective wet 

chemical etching for InGaAs and InGaP layers.[10] A thin layer of silicon nitride for sidewall 

protection was formed prior to the deposition of non-alloyed base contact metal using Ti/Pt/Au, 

followed by the base mesa formation using RIE. The input/output ports of the power 

transistors were interconnected by a lift-off metallization using Ti/Pt/Au after device 

passivation. 

After finishing the frontside fabrication, the wafer was lapped and polished to a thickness of 

2 mils to improve overall heat dissipation. Three additional mask steps were employed to 

complete the flipside fabrication; These include substrate street definition and etching; via-hole 

RIE and metallization using electrodeless and electrode-plating techniques; and die separation. 

The grounding pads of the power transistors, both for common-emitter and common-base 

configurations, are interconnected only through flipside via-hole dry etching and plated metal. 
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IV. Device Characteristics and Microwave Performance 

The electrical characteristics of devices were measured using a HP 4145A semiconductor 

parameter analyzer. A HP 851 OB automatic network analyzer and a Wiltron 360B system 

were used in conjunction with Cascade Microtech high frequency probe heads to measure the 

transistor frequency response. The line reflection match (LRM) method is employed to 

calibrate the network analyzer system. Small-signal S-parameters were measured from 0.5 to 

40 GHz on the HP system, and 0.5 to 60 GHz on the Wiltron instrument. The current gain 
(IH21I2), maximum stable gain (MSG), and maximum available gain (MAG) as a function of 

frequency were derived from the measured s-parameters. 

Excellent DC performance of InGaP/GaAs HBTs was demonstrated. The unit cell device 

with emitter dimensions of 2x15 ^m2 demonstrated small signal current gain (ß) of 20 - 35. 

Good junction ideality factor, n = 1.29, was achieved from the emitter-base pN+ diodes. Low 

offset ( < 150 mV) and low knee voltage (< 0.7 V) for a power transistor consisting of four 

unit cells, with total emitter area of 120 |im2, was demonstrated as shown in Fig. 3. The 

device demonstrated small signal current gain > 25 at low collector current density of 4-5 

xl03A/cm2. These results are superior to AlGaAs/GaAs HBTs with similar device structures, 

and are highly desirable for high P.A.E. in microwave power applications. 

The unit cell devices were RF tested (small signal S-parameters) from 0.5 to 60 GHz and 

exhibited a high current gain cut-off frequency, ft, around 80 GHz, and maximum frequency 

of oscillation, fMAX, of 70 GHz, in a common-emitter (CE) configuration (Fig. 2a). The 

common base (CB) transistor with same emitter dimensions demonstrated maximum stable 

gain (MSG) of 6 dB at 60 GHz (Fig. 2b), which is comparable to the best of AlGaAs/GaAs 

HBTs. These high frequency results indicate the great potential of InGaP/GaAs HBTs for 
millimeter-wave power application. The InGaP/GaAs HBT approaches the maximum fr- when 

biased at a low Vce of 1 V and at a collector current density of 5.2xl04 A/cm2. 

Large-signal microwave power evaluations were done with devices mounted on the test 

fixtures. The discrete power transistors were first die-attached with indium/lead (InPb) alloy 

onto carriers and then assembled into the fixture. The chips were connected through bonding 

wires to the 50-Q microstripe line of the fixture. The power measurement setup was first 

calibrated by measuring fixture loss with through-line connection. Impedance matching was 
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done by an external tuner and in-fixture chip tuning. The extra loss introduced from the 

matching was not removed from the power measurements, therefore the power results are 

conservative. 

Power transistors were tested at 4 GHz with Vce=5 V. This relative low bias of power 

transistors (or amplifiers) is highly desirable for wireless communication. A maximum output 

power of 0.6 W with a gain of 12.7 dB and 50% P.A.E. was measured under CW bias. The 

device also showed high linearity with gain of 15-15.5 dB up to the input power level of 

12 dBm. (Fig. 4) Under the pulse bias mode with a pulse width of 50 (is and Vce = 5 V, a 

different power transistor with 12 cells (360 jim^) and a breakdown voltage (BVceo) of 11 V 

delivered 0.53W output power with 57% P.A.E. and 11.3 dB gain. Peak power of 0.68W, 

52% P.A.E., and 10.3 dB gain were also achieved at a collector current density of 5.5x10^ 

A/cm2. 

To explore the power performance at even lower voltages of operation, a common-base 
transistor with 12 unit cells was evaluated under CW bias.     At Vcb = 4.0 V and emitter 

current (Ie) of 100 mA, it exhibited 24-25 dBm output power with 9.7-12.8 dB gain, and peak 

P.A.E. of 52% at 4 GHz. 

V.     Conclusions 

In summary, we have reported the results of experimental study in pursuing the microwave 

power applications of InGaP/GaAs HBTs. The design criteria of power HBTs with high 

efficiency were discussed. The proposed FET-like device topology provides a means to 

preserve power gains when scaling up power transistors for large emitter area. The advantage 

of this new material system for Npn heterojunction bipolar transistors, in conjunction with 

state-of-the-art self-aligned device technology, leads to excellent device characteristics such as 

low collector offset voltage ( < 150 mV) and low knee voltage (< 0.7 V), —both are essential 

for high P.A.E. in microwave power operations. The unit cell devices exhibited high 
frequency response with fp, fmax well into millimeter-wave range.  At 4 GHz, high power 

gain of 12.7 dB and high linearity with P.A.E. > 50% were achieved from CE HBTs at 

relatively low voltage bias of 5 volts. Transistors with a CB configuration operating at 4 V, 

demonstrated P.A.E. of 52% and > 9.7 dB gain at a peak output power level of 25 dBm. 

11-2 
48 



These results suggest that InGaP/GaAs HBTs are suitable not only for high-speed digital but 

also for microwave small-signal and power applications. 
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Fig. 1 The layout design of a 12-cell power transistor with "FET-like" topology. All unit ceUs are 
interconnected through metallized via holes and backside metal. 

Table 1. Layer structures of InGaP/GaAs Power HBT. 

Emitter Cap 3 ln0.75 Ga0.25 As n+, 3x1019cm-3, 300Ä 

Emitter Cap 2 lnx Ga-,.x As n+, 3x1019cm"3, 300Ä 

Emitter Cap 1 GaAs n+, 1.5x1019cm"3, 3500Ä 

Emitter InGaP n , 5x1017cnr3, 500Ä 

Base GaAs p+, 7x1019cm-3, 700Ä 

Collector GaAs rr, 3x1016crrr3, 5000Ä 

Subcollector GaAs n+, 3x1018cnr3, 8000Ä 

GaAs Substrate 

Table 2. Comparison of gains (MSG/MAG) measured at 10 GHz and Jc - 3xl04 A/cm2 for common-base 
HBTs with different emitter areas. 

Device 
Configuration 

Emitter Area 
(um2) 

Gain (dB) 
atVcb = 1.7V 

Gain (dB) 
at Vcb = 3V 

Gain (dB) 
at Vcb = 4V 

CB (4 cells) 

CB (8 cells) 

120 

240 

17.5 

17.5 

17.5 

17.5 

17.5 

17.2 

50 
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Figure 2. The current gain, IH211 , maximum stable gain (MSG) and maximum available gain (MAG) 
extracted from S-parameters measured from 0.5 - 60 GHz for a) common emitter and b) common base 
configurations. 
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Figure 3. The I-V characteristics of an InGaP/ 
GaAs power HBT with common-emitter configu- 
ration (measured from a 2 mil substrate). The 
transistor consists of four unit cells with a total 
emitter junction area of 120 |im* . 
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ABSTRACT 

The barrier effects in InP based double heterojunction bipolar transistors have been investigated 
both theoretically and experimentally. It was found that the gradual saturation of collector 
current with increasing collector voltage was caused by the collector-base heterojunction barrier. 
Whereas the gain compression with increasing base current was caused by electron accumulation 
at the collector-base heterojunction. These effects have been included in terms of nonlinear 
currents and capacitances in an equivalent circuit model for the prediction of DHBT large signal 
performance. By using an InAlAs emitter and an InP collector with an InGaAs spacer to alleviate 
these undesirable effects, improvement in microwave power performance was verified. 

INTRODUCTION 

InP based heterojunction bipolar transistor exhibited higher cutoff frequencies than its GaAs 
based counterpart [1]. However, its power performance was limited by high collector-emitter 
offset voltage and low breakdown voltage [2]. Recently, these limits were overcome by using 
a wideband material such as InP in the collector, thereby achieving greater than 1 W/mm output 
power in such a double heterojunction bipolar transistor (DHBT) [3][4]. But the DHBT is 
characterized by gradual saturation and gain compression hence low efficiency and linearity. In 
this paper, the effects introduced by the collector-base heterojunction are analyzed using a 
physical model. From the physical insight gained through the analysis, nonlinear elements are 
incorporated in an equivalent circuit model of unique topology for the prediction of DHBT large 
signal performance. 

EXPERIMENTAL 

Figure 1 illustrates the three types of DHBT structures that were analyzed. Type A and Type 
B contain two InP/InGaAs heteroj unctions while Type C contains an InP/InGaAs and an 
InAlAs/InGaAs heterojunction. Type A structure includes an InGaAs spacer at the collector-base 
junction to suppress Zn outdiffusion from the base. A n+-InP layer is added to Type B to reduce 
the collector-base junction barrier. In Type C the InP emitter is replaced by an InAlAs emitter 
to lower the emitter resistance. All the structures are grown by metal-organic chemical vapor 

11-3 
52 0-7803 -0894-8/93 $3.00 © 1993 IEEE 



deposition using Zn and Si as /»-dopant and rc-dopant, respectively. The DHBT growth and 
fabrication techniques have been reported elsewhere [3]. 

Figure 2 shows typical de I-V characteristics measured on the DHBTs. It can be seen that, 
although Type A DHBT exhibits lower than 0.1 V offset voltage and higher than 10 V 
breakdown voltage, the collector current saturates only after the collector voltage exceeds 4 V. 
In Type B the saturation voltage is reduced to approximately 0.5 V, but at high base current the 
collector current continues to increase gradually with increasing collector voltage. In Type C the 
current gain is compressed at high base currents. The apparent saturation at high base currents 
is due to self-heating. Without self-heating, the pulsed I-V characteristics exhibit both gradual 
saturation and gain compression as shown in Fig. 3. 

The measured small signal RF characteristics are shown in Fig. 4. S22 of Type A DHBT contains 
a kink in the middle of the frequency band suggesting two different charge accumulation 
mechanisms at the collector-base junction. Although less obvious, Type B and Type C DHBTs 
show similar tendency of midband deviation from the constant resistance circle. The unity 
current gain frequency improves from approximately 30 GHz for Type A, 35 GHz for Type B, 
to 50 GHz for Type C. The maximum frequency of oscillation is 20 GHz for Type A, 30 GHz 
for Type B, and 60 GHz for Type C. 

PHYSICAL MODEL AND ANALYSIS 

To analyze the DHBT I-V characteristics, a two dimensional physical device simulator, 
SEMICAD [5], was modified to include both thermionic emission and tunnelling field emission. 
Published velocity-field dependence for InP and InGaAs, including negative differential mobility, 
was used in the simulation. A Si like mobility model was assumed for InAlAs. The dopant 
outdiffusion length was assumed to be 3 nm. 

Figure 5 shows the simulated energy band diagram along with electron density in the three types 
of DHBTs. It can be seen that, for Type A, a conduction band barrier exists near the collector- 
base junction at a collector voltage of 2 V and the barrier vanishes only after Vce exceeds 4 V. 
Thus this barrier appears to be the culprit for the gradual saturation behavior. For Type B, the 
barrier is located farther from the collector-base junction with the top of the barrier below the 
conduction band in the base, resulting in improved saturation behavior over that of Type A. 

Figure 5 also shows strong electron accumulation at the InGaAs/InP heteroj unction near the 
collector-base junction. The accumulation increases with increasing base-emitter voltage and, at 
high Vbe, can exceed the accumulation at the collector-base or emitter-base p-n junctions. This 
retards electron diffusion across the base resulting in gain compression. With both gradual 
saturation and gain compression accounted for in the model, the simulated I-V characteristics 
(Fig. 6) are in reasonable agreement with measurement. 
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EQUIVALENT CIRCUIT MODEL AND ANALYSIS 

With the above physical insights, an existing DHBT equivalent circuit model [6] was modified 
to more accurately reflect the nonlinear effects. As shown in Fig. 7, the modification consists 
mainly nonlinear currents and capacitances at the base and collector, respectively. 

The nonlinear base current, Ibe, is expressed as: 

Vh -LE U 
Ibe = J,[exp(   be

kT *)-i] 

where 7, is the saturation current; AE^ is the emitter-base barrier; k is the Boltzmann constant; 
T is absolute temperature. 

The nonlinear collector current, Ic, is expressed in terms of a nonlinear base transport factor, 
a, which contains functions of Ibe and Vcb to account for gain compression and gradual 
saturation, respectively: 

a = aJl+a^xp^Ijl^l+ajexpt-A^ /ArT)]"1 

*Ecb = ^cbo exp(-a4V-c, ) 

where a0 is the base transport factor at low injection levels; t£cb is the collector-base 
heterojunction barrier; hEcbo is tEcb at Vcb=0; at, a2, a3 and a4 are fitting parameters. 

Finally, a non-linear capacitance in terms of Qce = -tj, is included in the collector node to 
account for electron accumulation at the collector-base junction. Here tc is collector transit time. 

The nonlinear currents and emitter and collector resistances are determined from de I-V 
characteristics. The base resistances and all capacitances and inductances are determined from 
small signal S-parameters. Figures 8 and 9 show simultaneous fit with both dc I-V characteristics 
and S-parameters. 

This nonlinear equivalent circuit model has been incorporated into a harmonic balance simulator, 
LIBRA [7], as a user defined element. The model, in spite of its complexity, is very efficient for 
large signal analysis. Figure 10 shows the simulated output power and power added efficiency 
for a Type C DHBT biased at Vce=6V and 4=0.1mA (Class AB). The simulated maximum 
power output of lW/mm and efficiency of 23% agrees with the measured data. 
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CONCLUSION 

Unique DHBT characteristics in terms of gradual saturation and gain compression have been 
analyzed. The collector-base heterojunction barrier was found to be responsible for gradual 
saturation while gain compression is due to electron accumulation at the barrier. These effects 
have been included in terms of nonlinear currents and capacitances in an equivalent circuit model 
for the prediction of DHBT large signal performance. By using an InAlAs emitter and an InP 
collector with an InGaAs spacer to alleviate the undesirable power limiting effects, improvement 
in microwave power performance was verified. 
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ABSTRACT 

InAlAs/InGaAs single(S) and double(D) heterojuction bipolar tran- 
sistors (HBTs) have been grown by Chemical Beam Epitaxy (CBE). 
The DHBT features an InGaAsP precollector that greatly increases the 
breakdown voltage from 2V to 8V and decreases the collector emitter 
offset voltage from 360mV to 210mV in comparison to the SHBT. The 
common emitter current gain ß remains high in both structures. Mi- 
crowave measurements performed on the DHBT reveal that ft increases 
monotonically with Jc upto at least 105 A/cm2 showing no signs of base 
pushout. These results show that CBE grown DHBTs are promising 
devices for high power applications. 

1. Introduction 

Heterojunction bipolar transistors (HBTs) lattice matched to InP have demonstrated 
excellent high frequency performance and are promising candidates for integration into op- 
toelectronic lightwave communication systems. InAlAs/InGaAs and InP/InGaAs single(S) 
HBTs have been reported with ft in excess of 110 GHz and 165 GHz, respectively [1][2]. 
However, InGaAs collector devices typically suffer from low collector breakdown voltage due 
to avalanche multiplication and tunneling across the base-collector junction. Furthermore, 
due to the drastic assymmetry in the two junctions, a significant offset voltage appears in 
the output characteristics. For power applications where output voltage swing and current 
drive capacity are essential, these devices are clearly unsuitable. Double(D) HBTs with InP 
collectors have shown greatly increased breakdown voltages and good RF performance but 
have relied on a 2-step growth sequence of MOVPE followed by MBE [3]. More recently, 
DHBTs grown by gas-source MBE,MOCVD and MOMBE have shown excellent speed and 
power performance [4] [5] [6]. We report an InAlAs/InGaAs/InGaAsP DHBT grown entirely 
by CBE showing improved DC characterisics and RF performance comparable to a SHBT 

processed in parallel. 

JThis work is supported by: ARO contract DAAL03-92-G-0109 
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2. Device Growth and Layer Structure 

The InAlAs/InGaAs/InGaAsP DHBT and the InAlAs/InGaAs SHBT layer struc- 
tures were grown in a first generation Varian Intervac CBE system using trimethyl indium 
(TMI), triethyl gallium (TEG), trimethylamine alane (TMAA), 100% arsine and phosphine. 
Conventional solid source silicon and beryllium were used as n- and p-type dopants, respec- 
tively. The substrate temperature was maintained at 520 C for the entire growth sequence. 
All layers were grown lattice-matched on Fe-doped semi-insulating InP substrates. The In- 
GaAsP quaternary was calibrated to have a bandgap of 1.0 eV and a lattice mismatch of less 
than 5 x 10"4 arcsec according to photoluminescence and double crystal X-ray diffraction 
measurements. Further details on the growth characterization can be found in [7] [8]. 

Figure 1 illustrates the layer structures for the SHBT and the DHBT. Both designs 
feature an n+/N+ InGaAs/InAlAs isotype heterojunction to reduce the effect of the con- 
duction band spike on the emitter access resistance. A thin InP spacer layer was inserted at 
the emitter-base interface to prevent any beryllium out-diffusion during growth and to act 
as an etch-stop layer during the base etch. The base and sub-collector layers were heavily 
doped to minimize the ohmic contact and bulk access resistances. The pre-collector layer 
thickness and doping level for both devices were identical. The SHBT precollector was en- 
tirely InGaAs while the DHBT had a composite collector featuring a 300A InGaAs spacer 
followed by a 3200l InGaAsP layer. The spacer served to reduce the blocking effect of the 
base-collector heterojunction by displacing it slightly away from the electrical junction into 
the collector. Note that no delta-doping was introduced at the discontinuity as is commonly 
done to further inhibit the effect of the spike. 

3. Device Fabrication 

Both HBTs were fabricated using a triple mesa fully self-aligned emitter and base pro- 
cess [9]. First, a NiGeAuTiAuTi emitter ohmic metal was evaporated. The second Ti-layer 
served as a robust mask for the RIE emitter-base mesa etch which was found to sputter 
off the Au contact layer. The base etch relied on a CH4 : Ar : H2 RIE followed by a 
H202 : H20 : H3P04 selective wet chemical etch. This minimized emitter metal undercut 
while avoiding the deleterious effects of exposing the base surface to the RIE plasma [10]. 
The InP etch-stop layer prevented any overetching into the base from occuring. Next, a 
PECVD Si02 layer was deposited and then anisotropically etched in a CF4 plasma to form 
sidewalls on the emitter-base mesa. This prevented the base metal from shorting to the 
exposed emitter sidewalk The effects of sidewall formation on the surface of the base layer 
and of the emitter sidewall were found to be negligible. Diode samples fabricated without 
being exposed to any plasma treatments showed comparable ohmic contact resistances and 
diode ideality factors. 

After sidewall formation, the InP spacer was selectively removed in a H3PO4 : HCl 
dip and the PdGeTiAuTi base metal was then deposited self aligned to the emitter metal/ 
Si02 sidewall. This non-alloyed metal system forms a shallow ohmic contact with excel- 
lent contact resistivity when deposited on heavily-doped p-type InGaAs [11]. Furthermore, 
its anealing temperature is compatible with the n-type ohmics and with device reliability. 
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Again, the top Ti-layer protected the integrity of the mask during the subsequent self-aligned 
RIE of the base-collector mesa. In order to remove the RIE damaged region, the last part of 
base-collector mesa was wet-chemical etched in H2O2 : H2O : H3PO4 for the InGaAs SHBT 
and in saturated bromine water solution for the InGaAsP DHBT. 

Once the subcollector layer was reached, NiGeAuTiAu collector metal was deposited. 
All the ohmics were anealed simultaneously at 300 C for 20 sec. in a N2 ambient. Higher 
temperature annealing was found to degrade the base-collector junction of the DHBT. Then 
each device was isolated by etching down to the semi-insulating InP substrate. For inter- 
connect support, a low temperature 6000A PECVD Si02 layer was deposited and via holes 
were defined and etched. Finally, a thick interconnect metal was evaporated for microwave 
testing. The final structure of a typical device is illustrated in Figure 2. 

4. DC Characterization 

DC measurements were performed on a HP-4145 curve tracer. Common emitter out- 
put characteristics and Gummel plots for both structures are shown in Figures 3 and 4. Both 
devices showed adequate ß of 75 and 100 for the SHBT and DHBT, respectively, that were 
independent of device geometry and emitter perifery. The collector breakdown voltage with 
open base increased dramatically from 2V in the SHBT to 8V in the DHBT. Correspond- 
ingly, the collector-base breakdown voltage improved from 2.5V to 12V. The Gummel plots 
show relatively uniform ß down to 10~loA of collector current suggesting that even with 
Vcb = 0, the DHBT collector barrier does not impede collector current flow. The measured 
ideality factors are given in the figures. 

A careful inspection of the saturation region in the common emitter characteristics 
shows a decreased collector offset voltage AVce for the DHBT as shown in Figure 6. This 
is consistent with a corresponding increase in the base-collector turn-on voltage for the In- 
GaAsP device. Note that previosusly reported DHBTs with a delta-doped spike showed no 
AVce reduction because tunneling through the spike reduced the junction turn-on voltage. 
By using InGaAsP instead of InP as the precollector material, no delta doping was required 
to remove the barrier effect and thus the AVce was reduced. The particular /(.-dependence of 
AVce has been attributed to the difference in ideality factors of the individual base-emitter 
and base-collector junctions [12]. 

5. RF Characterization 

Microwave measurements were made on a cascade probe station using an HP-8510 
microwave network analyser. Figure 6 shows the bias dependence of ft for a 5fim x 5fim 
emitter area DHBT. The monotonic increase of ft with Jc indicates no sign of the Kirk 
effect. The valence band discontinuity at the base-collector junction is expected to contain 
the holes in the base thus preventing base pushout and subsequent degradation of ft at high 
collector currents. 

A comparison of the current dependence of /( between both devices biased at Vce = 2V 
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is given in Figure 7. At low and medium values of Jc the SHBT is clealy superior but at 
Jc » 4 x 104 A/cm2 the ft of the SHBT saturates. This agrees well with a simple calculation 
of the critical current density required for base pushout given the precollector doping and 

the electron saturated velocity. 

6. Conclusion 

InAlAs/InGaAs/InGaAsP DHBTs have been grown and fabricated using a fully self 
aligned process. The devices demonstrate greatly improved DC characteristics from the 
SHBT with increased breakdown voltages and lower AVce while maintaining good current 
gain. RF results confirm the fact that the base-collector discontinuity prevents the reduction 
of ft at high currents. Therefore, these devices appear to be excellent candidates for high 
power application because of large collector voltage swing and good high frequency operation 

at high current levels. 
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Figure 1. Epitaxial Layer Structures for the SHBT and DHBT. 
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Abstract 

GalnP/GaAs/GalnP double heterostructure bipolar transistors »emitter area of 50 
x 50 (urn)2 , with a DC gain of 445 and breakdown voltage (VCB0) of more than 17V 
have been fabricated. The Gummel plots give an ideality factor of 1.01 for the 
collector current and 1.1 for the base current, and the devices show gain down to 
collector currents of 10"9 A. A higher gain, more than 800, was recorded for a 
smaller device, 20 x 50 (|im)2 emitter, but the breakdown voltages were lower. 

1. Introduction 

GalnP/GaAs HBTs offer improved carrier injection into the base compared with 
the AlGaAs/GaAs devices, due to the higher bandgap of GalnP (1.85eV) [1]. Most of the 
band offset is taken up in the valence band which leads to better npn devices. GalnP also 
has a better etching selectivity relative to GaAs and a lower concentration of deep levels 
compared to AlGaAs material. The breakdown behavior of a GalnP/GaAs HBT can be 
improved by using a GalnP collector instead of GaAs to create a double heterojunction 
device (DHBT). The second heterojunction introduces a barrier to the electrons in the 
collector resulting in a reduced gain [2] and can affect the speed of the device. By 
shifting this GalnP/GaAs interface away from the base, improvements can be made to the 
breakdown keeping the high gain [3]. This composite collector design has not been tried 
in GalnP/GaAs DHBTs. Thus we wished to test this approach to see what improvements 
could be made to the breakdown behavior in such GaAs based HBTs without 
significantly compromising the gain. The fabrication and the DC characteristics of 
devices with different emitter areas will be presented in this paper. 

2. Layer structure and fabrication 

We have fabricated DHBTs using a conventional wet-chemical and lift-off 
processes. The wafer was grown by gas-source MBE and, as designed, consists of GaAs 
cap layer ( 1500 Ä, doped to 5 x 1018 cm"3 with Si), a GalnP wide bandgap emitter 
(500Ä, doped to 3 x 1018 cm"3 and 1000Ä, doped to 5 x 1017 cm"3 with Si), an 80Ä 
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undoped GaAs spacer layer, then a GaAs base ( 800Ä, doped to 1019 cm"3 with Be). A 
700Ä GaAs spacer layer, doped with Si to 1016 cm"3, was inserted between the base and 
the GalnP collector which is doped to about 1016 cm"3 with Si and has a thickness of 
4000Ä. The GaAs subcollector is 4000Ä thick and is doped with Si to 2 x 1018 cm"3. 
The external GaAs base was not exposed and a thin GalnP layer was left, while defining 
the emitter mesa, as a passivation layer. Non-alloyed TiPtAu contacts were made on the 
GaAs layers. The contacts could be optimized to improve the performance of the devices 
at low applied biases and at high frequency. The base sheet resistance was 300Q/ sq. 
The spacing between the metal contact and the mesa edge was 5 (im. Fig. 1 shows the 
band diagram calculated at equilibrium and at applied biases of VBE =1.0 V and VCB 

=3V. In these calculations we used the designed doping levels. These diagrams show 
that the electric field is distributed over both the GaAs and GalnP layers so that the 
breakdown behavior of the device should improve, but not at the expense of the gain. If 
the GalnP in the collector is spaced too far from the base then the device will behave as a 
SHBT and improvements in the breakdown will be lost. 

3. Results 

DC measurements were performed on the 50 x 50 (|im)2 emitter DHBTs. The 
common emitter characteristics are shown in Fig. 2 for a series of base currents up to 
20|iA. The offset voltage is 0.41 V and is higher than what one would expect for a 
DHBT. This is not related to the composite collector design since for unpassivated, 
DHBTs, made from the same wafer, the offset voltage was -0.05V. Clearly the variation 
of the characteristics in the low-bias region is complicated by the use of a passivation 
ledge as well as the GaAs spacer, and this needs further study. The offset voltage is 
dependent not only on the band discontinuities of the two heterojunctions but also the 
recombination loss between the two heterojunctions [4]. The breakdown voltage (VCEO) 

is 13V while (VCB0) is more than 17V as extracted from the common-base characteristics 
shown in Fig. 3. The Gummel plot for this device gives an ideality factor of 1.01 for the 
collector current compared with 1.1 for the base current. For DHBTs made without the 
passivating ledge the base ideality factor was ~2.1. Fig. 4 shows the Gummel plot of two 
DHBTs with the same emitter area, 70 x 70 (|im)2, but only one of them is passivated. In 
such unpassivated HBTs the collector and base currents cross in a Gummel plot. This is 
caused by surface recombination in exposed GaAs. In our present devices the surface 
recombination component is not dominant in the base current. The passivation ledge 
thickness and width are important in determining its effectiveness in improving the 
device characteristics [5]. The ledge thickness in our devices was ~200Ä, and its length 
5\im. For the ledge to be useful it should be fully depleted and sufficiently long to 
suppress the base contact recombination current. This can limit the device performance 
since minority carriers diffusing sideways along the ledge can reach the base contact 
before recombining. The success of our devices suggest the dimensions we have are not 
close to limiting values. A DC and small signal gain close to 450 were measured over a 
wide range of applied bias, VCE=1.4V to 2.4V and at VCB=3.0V ( Fig. 5). The base- 
collector voltage was applied to decrease the blocking effect of the heterojunction at the 
collector, thus reducing the excess charge storage. The comparatively flat gain curve is 
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common in GalnP wide bandgap HBTs, but is not easily achieved for AlGaAs/GaAs 
HBTs. 

Similar measurements were performed on the 20 x 50 (|im)2 emitter DHBTs. The 
common-emitter I/V curves are presented in Fig. 6. The DC and small signal gain shows 
higher gains (as high as -850) compared with the previous DHBTs, but the breakdown 
voltages were lower, VCE0 is 9.3V while VCB0 is about 12.5 V. 

In small devices, in particular the smaller of our devices, and at collector currents 
approaching 100mA the collector currents decreased slightly with common-emitter bias. 
This is caused by self-heating in the device and the negative temperature dependence of 
the current gain [6]. This heating is dependent on the current density and the thermal 
resistance. Both of these are smaller in the larger of our devices 

4. Conclusion 

We have designed and fabricated high gain GalnP/GaAs DHBTs which exhibit 
high breakdown voltages. A 20 x 50 (|im)2 emitter device showed a DC and small signal 
gain of more than 800. A constant gain of around 400 over more than five order of 
magnitude of the collector current was measured for a 50 x 50 (|im)2 device. This 
indicated the importance of the composite collector design and the passivation of the base 
surface in increasing the gain even at very low collector currents, while keeping the 
breakdown voltages high. 
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ABSTRACT 

A new analytic formalism describing the frequency dependence of current gain and power gain 
of HBTs based on the T-Model equivalent circuit is presented. It is found that while extrapolation 
serves as a conservative benchmark for HBT high-speed device comparison, it often significant y 
underestimates the actual intercept frequency for fT, with an experimental examp e Panted here 
with error of 50%. The frequency dependence of GMAX shows it to be unsuitable for extrapolation 
tofindLAX, while extrapolation of Unilateral Gain (U) will generally in the absence of resonances 
viele1 acetate values for /MAX- The conditions for resonance and resonance frequencies for U 
Slaly? c<5yCStlgated £e, and new analytic expressions are developed and experimentally 
demonstrated for highly accurate determination of the fT and /MAX intercept frequencies of HBTs. 

1. INTRODUCTION 

Heterojunction Bipolar Transistors (HBTs) have recently demonstrated significant advances in 

measured current gain and power gain at high frequencies. An AlGaAs/GaAs HBT with ballistic 

collector design has exhibited an \hn\2 of approximately 12.5 dB at 25 GHz [1], and unilateral gains 

have been measured exceeding 17.5 dB at 40GHz [2].  The \h2l\
2,U, and GMAX unity intercept 

frequencies fT and /MAX, respectively for these and other state-of-the-art devices lay well beyond 

the maximum frequencies of currently available measurement systems. In order to determine fr 

and fMAx, extrapolation assuming a single pole roll-off of 20 dB/decade is often employed from the 

highest frequency for which gain can be measured, and in the two cases cited above, yielded both 

those fT and /MAX values above 100 GHz and 300 GHz respectively. In many cases for HBTs; 

however, \h2i\
2, GMAX and U do not obey a single pole approximation and extrapolation does 

not yield an accurate indication of the actual fr and {MAX intercepts, but merely a conservative 

benchmark for comparison of high-speed devices. There have been many reports of fr and /MAX 

relationships derived for HBTs, but they have relied on hybrid-pi equivalent circuit topologies, with 

most being single pole extrapolation models [3,4,5], and the most accurate involving transcendental 

expressions requiring iterative or numerical solution [6,7,8]. In order to better describe HBT gain 

roll-off and calculation of the actual intercept frequencies fr and fMAx, this paper presents a 

new formalism based on the T-model equivalent circuit that allows analytic determination of the 

frequency dependent current gain and power gain roll-off along with results from new and more 
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complete expressions for fr and /MAX that take into account coupling between various charging 

times, coupling between charging and transit times, and the effects of parasitic elements such as 

inductances and other series access components that are not included in traditional expressions. 

The analysis is then used to investigate analytic techniques for HBT optimization and conditions 

for resonance in unilateral gain. 

2. DEVICE FABRICATION 

The experimental results presented here are from measured S-parameters of self-aligned 

GaAs/AlGaAs HBTs fabricated at the University of Michigan using an MBE-grown layer structure 

with 1000 A base doped 1 • 1019/cm3 and 3000Ä pre-collector doped 5 • 1016/cm3. The base ohmic 

metal is Pd/Zn/Pd/Au and is self-aligned to the emitter using a dry and wet etching sequence that 

creates an emitter ohmic overhang profile for lift-off. A combination of trench mesa isolation and 

hydrogen (H+) ion implantation are used to isolate parasitic areas from the active device region 

and reduce the overall device dimensions. Figure 1 shows a three dimensional technology schematic 

of a typical device through the trench isolation step. The active base-emitter area for the single 

emitter finger geometry investigated here is 2^m x 10/xm, and the devices were tested using a 

Cascade prober and an hp8510B S-parameter test system from 0.5GHz to 25.5GHz. 

3. EQUIVALENT CIRCUIT MODEL 

The HBT equivalent circuit model used for this work is shown in Figure 2. It is a conventional 

T-topology with the addition of a distributive capacitance element (CBX) in the base series access 

impedance [9]. The base-emitter impedance is represented so that only the diffusion capacitance 

(Co) and base-emitter resistance (RBE) constitute the path for current which is multiplied by 

the gain term a(w) in the collector branch. The base-emitter depletion capacitance is modeled 

as a parasitic leakage element that adds displacement current between base and emitter at high 

frequencies, but does not contribute particle current in the form of minority carrier flow in the base 

which might then be seen at the collector[3]. 

4. HBT CURRENT GAIN ROLL-OFF 

The gain roll-off behavior of HBTs is generally thought to be dominated by a single pole, but 

closer investigation of the hn(s) transfer function yields a slightly more complicated picture of 

coupled transit times, charging times and higher order combinations of equivalent circuit elements 

that manifest themselves as additional zeros and poles. For various combinations of these equivalent 

circuit values, the additional poles and zeros may be low enough in frequency to distort the single 

pole 20dB/decade slope and affect the current gain unity intercept fr- In order to calculate the 

pole and zero frequencies, we start with the current gain expression written in terms of s = ju : 
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_ N(s) a(s)ZBC(s) - ZBE(S) - zE(s)  (1) 
ft2l(s) ~ D{s) ~ ZBE(s) + zE(s) + ZBc{s) + zc{s) - a{s)ZBc{s) 

and expand N(s) and D{s) out into polynomial expressions whose roots can then be solved for in 

terms of w. If the zeros and higher order poles are much larger in frequency than the first order 

pole (/MB), then extrapolation will predict fT accurately and it may be expressed as : 

STEXTRAP ~ ßoftoB - 2lTTEC 

TEC is the total forward delay for the device and may be expressed as : 

1 (2) 

CSC{RBEJ^E±M + RBE (CB^Z^). + CD\ + TB 
TEC ~ at V       ao Po / 

1 + 
*(*) 

+ TpCD      (3) 

where TB is the base transit time and TPCD is the pre-collector transit delay. Note that this is 

slightly more complete than, but reduces to, the conventionally accepted form of rEC for the case 

where ao — 1 : 

TEC = CBC(RBE + RE + RC) + RBECBE + TB + TpcD (4) 

For the case where the first order zero (/zero) is lower in frequency and closer to the first order 

pole UUB), then its presence will make the slope of the l/^l2 curve less negative and extend out 

the actual unity intercept fT- An example of this effect of the zeros presence at lower frequency is 

shown in Figure 3. The JUB and fzero are calculated analytically from the expanded polynomial 

expression of equation (1) and correspond well to the 3dB points of both the T-model and measured 

data. 
The actual fr intercept often does not correspond with JTEXTRAP = WF^ because of the 

low frequency positioning of fzero, and so for the calculation of the actual intercept hACTÜAL, we 

evaluate the condition where |M = 1 and solve for fT. Based on the expression (1), we find that 

f = fT when : 

Re M - T = Re 
ZßE + ZE + OiZc (5) 

ZBC + zc 

and expanding this into a polynomial expression in u,, we are able to find a complicated but direct 

and analytic expression for fTACTUAL- 

For the case of our experimental device and directly extracted equivalent circuit [10] of Figure 

3, we find that ITACTUAL = ^.7GHz. As a matter of contrast, extrapolation can produce a range 

of numbers, from the correct extrapolation from /MB of !TEXTRAP = 30.6Ctf z all the way up to 

36.3GHz depending upon which of the measured points are chosen for the extrapolation. It will 
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always be true that extrapolation will not overestimate JTACTUAL (as lonS ^ tne equivalent circuit 

remains valid up to that frequency) but will generally underestimate HACTVAL 
ancl in some cases> 

significantly. 

As an investigation of the extrapolation accuracy, our reference result with CBC = 0.064pF was 

modified in order to see the effect a range of CBc values on }TEXTRAP 
and !TACTVAL keeping all 

other element values the same. For the equivalent circuit investigated, a wide range of extrapolation 

accuracy is seen in Figure 4 as both JTACTVAL 
mA /TEXTRAP change with CBC, with up to a factor 

of 2 difference between the two at CBC = 0.03pF. At small CBc values, the zero frequency is very 

large and doesn't significantly impact the single pole approximation up to fr, so that JTEXTRAP 
is 

very close to the actual intercept. As CBC increases, the zero frequency starts to decrease and get 

closer to !TEXTRAPI 
SO

 
that hACTUAL 

is extended out further in frequency and starts to increase 

to a peak at 80.25 GHz at CBC = 0.03pF. As CBC increases further still; however, it starts to 

dominate the foi expression as part of a single dominant pole, and return h2\ to a valid single pole 

approximation, with /TACTUAL 
0Qce agam approaching hEXTRAP- 

In order to best determine the extent to which devices are near optimum, it is important to 

evaluate the limitations to the devices behavior and figure out which dominates it. For the HBT 

current gain intercept at fr, we can determine the transit time limited frT by assuming all the RC 

charging components are zero and likewise for the RC charging time limited JTRC by assuming all 

its transit time components are zero. It is found that at small pre-collector thicknesses, /TEXTRAP 

is dominated by its RC charging terms as CBC becomes large. The opposite is true at large 

WBC where transit time becomes large and dominates fr. The use of analytic expressions for these 

limitations /rfic and frT allows direct optimization to maximize /TEXTRAP 
anci !TACTVAL 

bv looking 

at what limits their behavior most severely. 

5. POWER GAIN 

The evaluation of power gain must involve both the unilateral gain (U) and the maximum 

available gain (GMAX)- Their common intercept at /MAX may be evaluated analytically by 

expressing unilateral gain for the HBT T-Model as 

U = ^Ü (6) 
4 \Re{zB)Re[ZBE + zE + ZBC + zc - aZBc] + Re[ZBE + zE}Re[ZBC + zc)\ 

One can then expand it into a polynomial in u = 2rrf and find the frequency at which it goes to 

1. Figure 5 shows the measured maximum available gain and unilateral gain and their excellent 

agreement with the corresponding power gain terms of the T-model which intersect almost exactly 

at the analytically calculated JMAX   = 38.3Gi?z.  Although the unilateral gain roll-off is fairly 

well behaved at 20dB/decade, GMAX deviates significantly from a single pole approximation and 

extrapolation for this parameter is generally in error. Unilateral gain can also deviate significantly 
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from single pole behavior as transit times can induce resonances and cause severely non-ideal 

peaking in the gain as the denominator of equation (6) goes to 0 [11]. The condition for resonance 

to occur from equation (6) is 

CBc (Re{zB}(Re[ZBE + zE] + Rc) + BB\ZBE + *E\RC) < aoRe[zB] fö + TPCD)       (7) 

Figure 6 shows the experimental result with CBc - 0.064pF and Re - 14.9fi along with its 

T-model calculated U up to 800GHz and because it fails to satisfy the condition for resonance , 

does not exhibit such an effect. Once CBc and Re are decreased to O.OlpF and 2Ü respectively, 

the left hand side of equation (7) becomes small enough to satisfy the condition and a significant 

resonance shows up at 260 GHz. These conditions for resonance and the extent to which they affect 

unilateral gain at higher frequencies are important to understand and predict. 

6. CONCLUSION 

A new formalism for the description of gain roll-off and calculation of intercept frequencies /r 

and /MAX is presented along with results verified by experimental measurements on GaAs/AlGaAs 

self-aligned HBTs. Extrapolation approaches are often found to be inaccurate, but always in 

underestimating performance, and still serve as a conservative benchmark for comparison of device 

gain at higher frequencies. The analytic calculation of pole and zero frequencies is used to explain 

non-idealities in gain roll-off for |/i2i|2 and provides the basis for accurate extrapolation criteria in 

determining fr. Also, the behavior of resonance in unilateral gain is expressed analytically based 

on the T-Model equivalent circuit topology, with the resonance condition derived in analytic form. 
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isolation process'step. 

'BX 

LB 'BX 
-vw—^w 

^B 

aIE 

-e-i z 
-BC 
—II- 

rBC 
HVW- 

BC 
V        |ZC 

Rc      Lc ; 

-BE 

Figure 2    HBT T-Model equivalent circuit. 

11-6 
80 



20 n 

15- 

10- 

|h2I|
2 (dB) 

CB   = 5-8 GHZ 

•  Measured 

T-Model 

Extrapolation 

Typically Quoted 

f"LC = 60.7 GHz 

-5 

f!:ALC = 30.6 GHz - 
1EXTRAP 

■ f.  = 36.3 GHz 
1 QUOTED 

LW= 34.1 GHz 
-i 1—i—i—i i i i i— 

10 
-i 1—i—i—i i i 11 

100 
Frequency (GHz) 

Figure 3 Magnitude of |/i2i|
2 as a function of frequency showing the the 

effect of a low frequency zero in extending /r out further in 
frequency, the actual fT intercept frequency (/TACTCML)> 

the extrapolated 
/TEXTRAP and the typically quoted extrapolation from the last measured 
frequency JTQUOTED- Because extrapolation only underestimates JTACTVAL> 

/TEXTRAP   
<  JTQUOTED   

<  JTACTVAL- 

100 
f- (GHz) 

80- 

60- 

40- 

Nominal CBC = 0.064 pF 

TACTUAL 

(Measured HBT) 

CBc (Pfl 

Figure 4    Effect of CBC on both the extrapolated and actual /r-   A factor of two 
difference between the two is achieved at CBC = 0.03pF 

81 



12-1 

10 

8- 

6- 

4- 

2- 

U,G MAX 

-2 

(dB) 

V 
% 

IH = 1.0 mA 

Ir = 4.9 mA 
V VCE = 2.0 V 
0 = 4.9 

o    > 
■u 

\ 

'MAX I 

• Measured 

..... T-Model 

fgjjf = 38.3 GHz 

-i—i—i—i—|— 

10 
I   I I I 

100 
Frequency (GHz) 

Figure 5 Power gain as a function of frequency showing the unilateral gain (U), and 
maximum available gain (GMAX) along with the excellent agreement to its 
T-model equivalent circuit and common unity intercept at its analytically 
calculated ffffig = 38.3C#z 

40n 
U(dB) 

fRES~260GHz^j 

30- 

20- 

Modified                      : 
CRr = 0.010 pF-x 

••■••■.....   RB
c
c=2.on       \   ! 

10- 

U 

• Measured 
-10- — Theory                        "x. 

20- Nominal               f \ 
CBr = 0.064 pF _/ 
R\

C
= 14.9 n 

* 

30- (Measured HBT) 
\ 

40- i i i i 1             i       i    i   i   i i i i 1             i       i i   i   i  i i i | 

100 
Frequency (GHz) 

1000 

Figure 6 Unilateral gain vs. frequency with no resonance in measured device when 
theoretically calaulated out to 800GHz. Modifications to reduce CBC and 
Re serve to force the resonance condition to be satisfied, and the device 
resonates at fres = 260GHz. 

82 
11-6 



DESIGN AND FABRICATION OF THERMALLY-STABLE 
AlGaAs/GaAs MICROWAVE POWER HBTs 

B. Bayraktaroglu, R. Fitch, J. Barrette, R. Scherer, L. Kehias, and C.I. Huang 

Wright Laboratory, Solid State Electronics Directorate 
Wright-Patterson AFB, OH 45433 

ABSTRACT 

Record power density performance of 
AlGaAs/GaAs microwave power 
heterojunction bipolar transistors (HBTs) 
was accomplished through the use of novel 
design and fabrication techniques. 
Thermally-stable operation of HBTs up to 
their electronic limitation (10 mW/(im2 output 
power density at 10 GHz with 0.6 W CW 
output power, 7.1 dB gain and 60% PAE) 
was attained. The design of the HBT was 
based on a detailed electro-thermal device 
analysis which revealed the necessity to 
provide an effective heat transfer path 
between heat sources in a multi-emitter power 
device. Excess heat was transferred out of 
the device using thermal shunt and thermal 
lens techniques. The thermal resistance of 
the device was lowered by a factor of 2.5-3 
compared to conventional devices. 

I.    INTRODUCTION 

One of the main applications of 
AlGaAs/GaAs HBTs is power generation and 
amplification at microwave frequencies. The 
vertical structure of an HBT, like its Si 
bipolar junction transistor (BJT) counterpart, 
results in highly compact devices. This 
compactness, when coupled with large 
emitter areas (2-3 |im emitter finger widths) 
resulting from low base sheet resistance, 
produces high power microwave devices. 
Rapid progress has been made in this area 
over the last 5 years to make AlGaAs/GaAs 
HBTs competitive with advanced GaAs FETs 
also  used  for  this  application.     High 

efficiency and high power [1-2] operations 
have been demonstrated with discrete devices 
up to Ku-band. MMIC applications have 
also been demonstrated up to X-band 
frequencies [3-5]. 

All power HBTs produced to date have 
shown thermally-limited operation. That is, 
thermally induced instabilities in the device 
set the highest performance limitations. 
These thermal instabilities may be in the form 
of high junction temperature rise causing 
device burn out or non-destructive but 
performance limiting "current-crush" effects 
[6]. The electronic limitations of GaAs 
HBTs are considerably higher than thermal 
limits as demonstrated by substantial power 
density improvements achieved under short 
pulse operation [7]. 

Electrothermal analysis of conventional 
HBTs fabricated on GaAs substrates has 
shown that "current-crush" is primarily 
responsible for the thermal limitations of 
multi-emitter finger power devices. This 
instability is caused by the negative 
temperature coefficient of the base-emitter 
voltage, Vbe, giving rise to uneven 
distribution of base current among emitter 
fingers. After a certain threshold power level 
(determined by parasitic resistances in the 
device), all the base current flows through a 
single emitter causing a drastic increase in the 
temperature of this finger, i.e. hot spots. 
Ballast resistors are commonly used with 
bipolar transistors to increase the threshold of 
instability to higher values [8]. This 
approach, however, lowers the already 
limited microwave gain of bipolar transistors 
limiting their use as efficient amplifiers at 
higher microwave frequencies. 

0-7803-0894-8/93 $3.00 © 1993 IEEE 
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Recently, a thermal shunt technique was 
developed for AlGaAs/GaAs HBTs to 
prevent "current-crush" [9]. This technique 
relies on thermally and electrically connecting 
all emitter fingers of a power transistor to 
avoid temperature differential between them. 
Because the temperature of all fingers are 
kept the same with this approach, the base 
current distribution is also uniform thereby 
eliminating the occurrence of current-crush 
and the attendant hot spot formation. 

This paper discusses design and fabrication 
issues related to thermally-stable HBTs 
employing "thermal shunt" and "thermal 
lens" techniques. Although these techniques 
were shown to stabilize AlGaAs/GaAs HBTs 
without degrading their microwave 
performances, they are equally applicable to 
all other bipolar and heterojunction transistors 
including Si BJTs. 

II.    DESIGN AND FABRICATION 

The samples whose epitaxial layer structures 
are shown in Figure 1 were grown using 
Metal Organic Chemical Vapor Deposition 
(MOCVD). Si and C were used as n and p- 
type dopants. The base layer doping was 
maintained at 5 x 1019 cm-3 to achieve low 
base sheet resistance. The common-emitter 
current gain value (ß) achieved with this 
doping level was 30. A rapid drop in ß 
beyond 5 x 1019 cnr3 prevented the use of 
higher doping levels. The collector layer was 
1 |im thick. The thickness of this layer 
strongly influences the current gain cutoff 
frequency, fx, and device breakdown 
voltage. The thickness chosen was a 
compromise to maintain both values high. 
The collector doping level was chosen to 
maximize collector current density while 
maintaining full collector depletion under 
high bias conditions. An Ino.5Gao.5As 
emitter cap layer was employed with all 
structures to facilitate the use of non-alloyed 
emitter contacts. The emitter-base junction 
was not intentionally graded, although a 
transition region of 10 nm may be present at 

this interface due to finite response time of 
gases in a MOCVD system. 

Emitter Cap   ^^^ 
n- kiosQau A«, 2x10« cm», 0.03 pm 

\ n* Graded, 1x10« cm», 0.03 pm 

n*QaAa, 5x10" cm», 0.10pm 

rrGraded, 5x10" cm», 0.05 pm 

n-Alu Qa» A«, 2x10" cm», 0.05 pm 

Baae   i^^. p*QaAs,5x10<> cm-», 0.07 pm 

Collector   —' n-QaAa, 2x10" cm», 1.00 pm 

Sub-collector   ^^^^ n*QaAa,3x10" cm», 1.00pm 

S.L Subatrate, Undoped, 625 pm 

Figure   1.     HBT  structure: 
concentration and thickness. 

material,   doping 

Several device layout configurations were 
investigated. Common to all designs was the 
emitter-base contacts, which were self- 
aligned   to   maximize   microwave   gain 
performance. The emitter of all devices was 
made of a parallel connection of multiple 
emitter discs arranged linearly. As shown in 
Figure 2a, base contacts completely surround 
each emitter. The diameter of emitter discs 
was constant within a given device but was 
varied between 2 and 3 (im from device-to- 
device.  The spacing between emitter discs 
was kept the same as the diameter. Collector 
contacts were spaced 1.5 |im from the edge 
of the base contact and surrounded it on 3 
sides. An oxygen ion implantation was used 
to convert all areas outside of the active 
device to semi-insulating.   Note that both 
base   and   collector   contacts   extend 
continuously from the active area to implant 
isolated areas to facilitate electrical contacts 
between device terminals and bonding pads. 
Emitter discs were connected in parallel using 
a thick air bridge metal as shown in Figure 2. 
This bridge was extended over to the isolated 
region and was terminated in large metal 
pads. As will be discussed below, thick air 
bridges used as pads on GaAs acted as 
effective heat spread areas. The ratio of heat 
spread to emitter areas was typically 20. 
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Figure 2a. Layout of the HBT having n base fingers. 

Heatslnk 

Figure 2b. xx' cross-sectional view of n base firgers of the device. 

Heatsink 

Implant Isolated        fd 
Region 

Figure 2c. yy' cross-sectional view through the center of the 
center of the base-collector mesa and emitters. 
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Emitter 
Base 

Collector Contacts 

Cnllactor 
Sub-collector 

GaAs Substrate 

Figure 3a. The HBT structure after the collector etch and metal deposition. 

Emitter Etch Undercut 

Electroplated Gold 
Emitter Contact 

Figure 3b. Emitter and base metal contacts and associated undercut of the emitter layer. 

Ion Implantation Ion Implantation 

Figure 3c. Ion implantation of inactive areas and base trim etch. 
- Protruding Emitter 

Figure 3d. Pad metal deposition and polyimide planarization. 

Polyimide i I Gold Bridge Heat Sink/ Thermal Shunt 

Figure 3e. Gold heat sink securely contacting the emitters and supported by polyimide. 
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Cross-sectional views of thermally-stabilized 
HBTs are shown in Figures 2b and 2c. 

Device fabrication began with collector 
lithography and wet chemical etch to the sub- 
collector layer. Standard ohmic metal 
Ni/Ge/Au/Ni/Au was deposited and alloyed 
in a rapid thermal annealer at 420°C for 15 
seconds. The resulting structure is shown in 
Figure 3a. The collector contact is the only 
alloyed contact in this design. To avoid any 
possible degradation of the exposed emitter- 
base junction or emitter and base contacts 
during high temperature alloying, the 
collector contact was fabricated first. The 
wafer was not subjected to temperatures 
higher than 250°C for the rest of processing. 

The gold emitter contacts were electroplated 
to a height of 1 |im and centered on the base- 
collector mesas. InGaAs provided an 
excellent seed layer for electroplating. The 
emitter material surrounding the emitter 
contacts was etched using citric 
acid/hydrogen peroxide based chemical 
etching. A citric:peroxide ratio was chosen to 
minimize selectively between InGaAs and 
GaAs and to optimally undercut the emitter 
metal [10]. TiPtAu base contacts, self- 
aligned to the emitter metal, were then 
deposited as shown in Figure 3b. The active 
device areas were isolated using oxygen 
implantation of the material between devices 
as well as a trim etch to remove the top 
1500Ä of the implanted surface. A thin layer 
of Si3N4 was deposited across the wafer and 
then etched using a CF4/O2 plasma to leave a 
thin Si3N4 passivation layer on the sidewalls 
on the emitter/base periphery. Ti/Au pad 
metal was then deposited on the inactive 
surface to provide electrically probable 
contacts to the base and collector metal. The 
resulting device structure is shown in Figure 
3c. 

The final processing steps were planarization 
and heat sink formation. The wafer was 
planarized by applying a 3 |im layer of 
DuPont polyimide (PI-2555) to the wafer. PI 
was etched in the Reactive Ion Etcher (RIE) 
using an oxygen plasma to expose the top 
surface of the emitter contacts shown in 
Figure 3d. An evaporated Ti/Au seed layer 

provided continuity for electroplating posts 
and the gold heat sink bridge to the emitter 
contacts. The posts were 3 pim tall and the 
heat sink bridge was electroplated to a 
thickness of 22 um. The final HBT structure 
is shown in Figure 3e. An SEM picture of a 
completed 250 |im2 emitter area device is 
shown in Figure 4. 

Figure 4. SEM photo of a 250 urn2 power device. 

III.    THERMAL ANALYSIS 

Thermal limitations of an HBT can be 
reached due to self-heating under high bias 
conditions which may: (a) cause long-term 
reliability problems (mostly at metal 
contacts), (b) degrade its electronic 
properties, or (c) cause thermal runaway. 
The first two limitations require temperature 
rise of at least 300°C to be significant, 
whereas the third limitation can occur at much 
lower temperatures. 

The device layout and size are important 
factors in determining which thermal 
limitation is the dominant mechanism. The 
bias of single-emitter, small-area devices can 
be increased until a critical junction 
temperature is reached, beyond which the 
device reliability is unacceptable. Thermal 
limitations of multi-emitter microwave power 
devices, however, is determined by the onset 
of the thermal runaway condition [6]. This is 
illustrated in Figure 5, where electrical and 
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thermal models of a conventional multi- 
emitter HBT are shown. 

In the electrical model, each cell corresponds 
to a single emitter finger, base finger and 
collector of a multi-finger device. Each set of 
terminals of the HBT (emitters, bases and 
collectors) are electrically connected. Due to 
the negative temperature dependence of 
Vbe(on), the electrical and thermal 
characteristics are codependent. 

The thermal model of the conventional device 
in Figure 5 shows that the excess heat from 
each part of the device is dissipated through 
thermal resistors Rthi..-Rth4- Since very 
little cross-coupling exists between these 
resistors, the temperature of each element is 
independently determined by the local bias 
conditions. Because all terminals of the 
device are electrically connected in parallel, 
the base current distribution to each element 
is a function of the local temperature. 
Negative temperature coefficient of base- 
emitter turn-on voltage, Vbe(on)> can cause a 
local increase in base current (and therefore 
collector current) in the hotter parts of the 
device. The increased bias current in these 
regions can, in turn, increase the local 
temperature even further. This positive 
feedback mechanism can result in thermal 
runaway in bipolar transistors. However, 
because of the negative temperature 
dependence of current gain, thermal runaway 
in GaAs HBTs does not always result in 
device burn out. Instead, a "current-crush" is 
observed, where the collector current 
suddenly drops [6]. A device operating in a 
"current-crush" mode develops local hot 
spots within the device affecting device 
reliability. Further, the dc and microwave 
performance of such a device is severely 
degraded [6]. 

As an alternative to ballast resistors, thermal 
shunt resistors can be used between emitters 
of a power transistor, as shown in Figure 5. 
A thermal shunt between emitters is 
fabricated using thick metal air bridges, such 
that the thermal resistance of the shunt 
resistors is very small compared with the heat 
sink resistance. The electrical model of a 
thermally-stable transistor is identical to that 

of conventional devices. Thermal 
characteristics are, however, significantly 
different, as shown in Figure 5. Because of 
the presence of the thermal shunt between 
emitter elements, the device temperature is the 
same at all points. This in turn dictates a 
uniform base current distribution. 

Thermal stabilization of the power device 
removes the "current-crush" related thermal 
limitation. The CW performance of such a 
device is similar to that found with single 
emitter and small area devices operating at the 
same bias conditions. Low thermal 
conductivity of GaAs, however, severely 
limits the heat removal rate from the active 
device area. The overall thermal resistance of 
the device now becomes the thermal 
limitation. To lower the thermal resistance of 
our devices, we have employed heat 
spreaders at the ends of thermal shunt bridges 
(see Figure 2a). In this design, the majority 
of the excess heat is removed through the 
emitter metal, thermal shunt bridge, and 
thermal resistors Rsi and RS2- Because the 
heat sink area is considerably larger than the 
emitter area, and the heat path from the device 
to the heat sinks is all metal, this technique 
produces an apparent increase in heat sink 
area of the device active area. Such a 
magnification of the heat sinking area is 
termed "thermal lens" technique. 

IV.    RESULTS AND DISCUSSION 

Typical Gummel plots and common-emitter I- 
V characteristics of a 150 |im2 emitter area 
device with 3 |im diameter emitter discs are 
shown in Figures 6 and 7, respectively. The 
current gain value obtained with small emitter 
area devices (microwave devices) was almost 
the same as that obtained with large-area 
devices (DC devices). This insensitivity of 
current gain to emitter periphery/area ratio is 
indicative of reduced recombination current 
density at the perimeter of the emitter mesa 
and close to the surface of the base layer. 
The temperature coefficient of emitter-base 
(Vbe) turn-on voltage was measured to be 
between -1.95 and -2.05 mV/°C, nearly 
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Figure 7. DC characteristics of the thermally- 
stabilized HBT. 

independent of device size and base current. 
Temperature dependent variation of Vbe was 
used to estimate the thermal resistance [11]. 

A total thermal resistance of a 60 \im2 emitter 
area device with 3 (im emitter discs mounted 
in test fixtures with silver epoxy was 
measured   as   350°C/W.     The   thermal 

resistance of the same device without the 
thermal bridge was estimated to be 2.5 to 3.0 
times higher than this value. Emitter 
resistances of various size devices were 
measured using the "open-collector" method 
on a curve tracer. It was found that the 
emitter resistance (contact resistance plus 
bulk emitter resistance) was 2.6 x 106 Q- 
cm2 of emitter area and scaled well with 
emitter area. This value of emitter resistance 
is too small to function as a ballast resistor 
for HBTs [8]. 

Small-signal measurements were made using 
an HP8510C automatic network analyzer. 
On-wafer tests of the devices in the frequency 
range from 500 MHz to 62.5 GHz showed 
the current gain cutoff frequency, fx to be 35 
GHz. The maximum frequency of 
oscillation, fmax was 50 GHz. These 
measurements were determined from the 
computed Ih2ll2 and unilateral power gain 
curves. The devices were biased at Vce = 3 
V and Ic = 2 x 104 A/cm2. 

Large-signal measurements at 3, 7.5 and 10 
GHz were performed on carrier-mounted 
devices of various sizes. Off-chip coaxial 
mechanical tuners were used to match the 
input and output impedances of the devices. 
The results shown in Table 1 were obtained 
with devices operating under common-emitter 
mode with VCE = 13V. It is seen that the 
power density is the highest for smaller area 
devices due to more effective heat sinking. 
The output power density of devices was in 
the range of 9-10 mW/(xm2 of emitter area for 
CW output powers up to 600mW at 10 GHz. 
Similar power densities were obtained at 3 
and 7.5 GHz, but with higher power gain. A 
maximum power density of 10 mW/|J.m2 was 
obtained at 10 GHz with 0.6 W CW output 
power and 60% power-added efficiency 
(PAE). The same device, when tuned for 
best efficiency, produced 67.2% PAE 
(81.4% collector efficiency) with 0.56 W 
CW output power and 7.6 dB gain. The 
power density under this condition was 9.3 
raW/ura2. The collector current density and 
the estimated junction temperature at this 
operating condition were 9.5 x 104 A/cm2 

and 49°C, respectively. The current density 
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was limited by the onset of the Kirk effect. 
The junction temperature rise was low 
because of effective heat spreading and high 
collector efficiency. 

Table 1. Microwave performance of discrete HBTs. 

Emitter 
Feature 

Size 
(Min) 

Total 
Emitter 

Aim 
Jim2) 

Fraq. 
(GHz) 

OoJn (dB) 

Power 

Output 

<w> 

Power 
Density 

(mWAim2) 

PAE 

2 30 3.0 1Z2 0l27 S.0 60.6 

2 75 75 7.6 ac3 M 46.6 

2 250 7.5 «.3 1.7C 7.0 36.0 

2 250 7.5 7A 1.50 6.0 52.0 

3 COO 73 34 2.52 4J 31.1 

3 COO 7.5 54 2.50 « 40.1 

3 60 mo 7.6 0.55 9.3 67.2 

3 CO 10.0 7.1 ceo 1M 60.0 

The highest output power achieved was 2.5 
W at 7.5 GHz with a 600 (im2 device. The 
power density of this device was thermally 
limited to 4.2 mW/^im2 because of lower 
collector efficiency, which is mostly a result 
of the limited tuning range of the microwave 
test system used. However, the power 
density is still considerably higher than any 
previous HBTs with similar output levels. 

IV.    CONCLUSIONS 

Design and fabrication techniques were 
developed for AlGaAs/GaAs microwave 
HBTs to eliminate thermal instabilities 
associated with high power operation. The 
use of a thermal shunt across emitter contacts 
of a multi-emitter HBT was shown to 
eliminate "current-crush" effects. A 
significant reduction was achieved in the 
thermal resistance of devices by spreading the 
heat over a larger area using thermal lens 
techniques. With these design features 
applied together, we have demonstrated 
thermally-stable operation of AlGaAs/GaAs 
HBTs up to their electronic limitations. A 
record power density of 10 mW/|im2 of 
emitter area was achieved with 0.6 W CW 

output power and 60% power-added 
efficiency at 10 GHz. The thermal 
stabilization technique developed is applicable 
to all other bipolar transistors. 
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FABRICATION AND CHARACTERIZATION OF PLANAR INTEGRATED 
SCHOTTKY DEVICES FOR VERY HIGH FREQUENCY MIXERS 

I. Mehdi,  P. Siegel, and M. Mazed 
Jet Propulsion Laboratory 

California Institute of Technology, Pasadena CA 91109 

ABSTRACT 

Many millimeter-wave mixers and frequency multipliers today still employ a whisker 
contacted Schottky diode as the nonlinear device. In order to reduce the risk and 
assembly cost associated with these critical receiver components for NASA's present 
and future space missions, the authors have developed a novel fabrication procedure 
that integrates a planar Schottky diode with the mixer circuitry thus greatly simplifying 
the assembly and testing of the diode circuits. The process and DC results obtained 
so far will be discussed along with some preliminary RF results at 200 GHz. 

INTRODUCTION 

Present generation NASA space-borne instruments employing millimeter-wave 
radiometers, such as the Microwave Limb Sounder(MLS) operating on the Upper 
Atmosphere Research Space Satellite(UARS), use whisker contacted Schottky diodes 
in both the mixer and frequency multiplier circuitry. However, the delicate nature of 
the whisker contact decreases the reliability of the instrument. Recently, it has been 
shown that, at least up to 350 GHz planar integrated diodes perform as well as 
whisker contacted diodes [1,2,3] and it is believed that the next generation of space- 
borne instruments will utilize this advancement in technology. Though mounting of 
the planar diode chip in the mixer circuit is not as labor intensive as the contacting 
of a whisker diode , it is still not a trivial task. The planar diode chips are typically 
150x50 microns and require some expertise in order to place them correctly in a 
given circuit. 

In order to alleviate this problem we have suggested integrating the Schottky device 
with additional mixer filter circuitry which makes it easier to handle as the device is 
now a part of a much larger structure. Unfortunately, GaAs does not lend itself as 
readily to typical waveguide mixer circuitry and generally quartz is preferred. In this 
paper we discuss the procedure that has been developed to combine the planar 
GaAs Schottky diode with the mixer quartz filter circuitry thus resulting in a 
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mechanically robust, easy to handle structure.    Initial DC and RF  results will also 
be discussed. 

PROCESS DEVELOPMENT 

At higher frequencies it is believed that losses due to the GaAs substrate can 
degrade performance. The process that was designed to fabricate these Schottky 
diodes removes all of the GaAs on the chip except under the Schottky and ohmic 
contacts. It has been demonstrated at the University of Virginia that thinned substrate 
devices can be transplanted on to quartz using UV cured optical cement [4]. 
However, that exact process can not be replicated in our case since the heavily 
doped layer of GaAs extending all the way in the waveguide channel will be highly 
detrimental to the circuit's RF performance. In our method, once the devices and 
the associate circuitry is fabricated on the GaAs.the wafer is mounted upside down 
on the quartz plate with a UV curable optical cement. Once the GaAs substrate has 
been completely removed the mixer filter structures, which include the planar 
Schottky diode can be diced and tested. Though we believe that this process is 
portable to other planar devices thus far we have only investigated it for the 
fabrication of the 220,440, and 640 GHz subharmonically pumped waveguide mixers. 
This mixer uses a split block waveguide circuit with a single quartz insert. The 
circuitry that is integrated with the planar diode consists of two in-line hammerhead 
filters, signal and LO coupling probes, and a DC return for diode biasing and 
monitoring. Details of the block and the filter structures are presented in [2]. The 
salient steps of the fabrication process are detailed below. 

1. 200-400 nm of Silicon-dioxide is deposited via an Electron Cyclotron 
Resonance(ECR) machine,  Fig. 1(a). 

2. Holes are opened lithographically in the oxide and the epilayer is etched until 
contact to the n+ layer is made. The same mask is used to etch the oxide and the 
GaAs and then lift-off the ohmic contact metal, Fig. 1(b). 

3. The Schottky metal(Ti/Pt/Au) is evaporated, Fig. 1(c). Optical lithography 
is used for anode diameters of 1.0 micron or more. At 600 GHz, submicron anodes 
are required and direct-write E-beam will be used. 

4. The filter pattern is deposited as Cr/Au including the anode contact fingers 
on the planar Schottky diodes which are in an antiparallel configuration, Fig. 1(d). 
The metal is electroplated up with gold to at least three skin depths at the desired 
operating frequency. 
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5. The devices are electrically isolated by etching a channel under the anode 
fingers through to the GaAs buffer layer. The etchant used is sensitive to the crystal 
direction and undercuts the fingers without etching the GaAs surrounding the 
Schottky anode, Fig. 1(e). This technology was developed at the University of 
Virginia and is discussed in  [4]. 

6. The processed GaAs wafer is bonded device side down on the quartz plate 
which at 200 GHz is 150 micron thick. The wafer is held via a commercially 
available UV cured optical adhesive , Fig. 1(f). 

7. The semiconductor substrate is removed by first lapping it down mechanically 
to about 50-100 micron and then etching it in a selective etch which stops when the 
AIGaAs layer is exposed, Fig.1(g). 

8. The remaining GaAs on the backside of the device is completely removed, 
except in the area around the Schottky diode. This is accomplished using reactive 
ion etching. It is important to use a dry etch at this point in order to avoid severe 
undercut and a drastic reduction in the yield, Fig. 1(h). 

Once the GaAs from the back is completely removed the filter structures can be 
diced and placed in the waveguide block for testing. Fig. 2 shows the completed 
device both (a) the metal side, and (b) the quartz side. Fig. 3 shows a SEM of a 
portion of the filter used at 200 GHz. 

RESULTS 

The diode structure that has been designed and fabricated has a 100 nm top GaAs 
epilayer doped at 4.0E17 cm"3followed by a 3.0 micron thick heavily doped 
(2E18 cm"3) GaAs layer. The buffer layer is undoped GaAs and 700 nm thick. 
Finally the etch stop layer is AIGaAs(AI = 55%) and is 400 nm thick. The substrate 
is semi-insulating. The diodes produced from this layer structure have typically 1 
micron diameter anodes with an ideality factor of 1.4, saturation current of 5.E-14 A, 
series resistance of 13-16 ohms and a barrier height of approximately 1.05 eV. 

With discrete GaAs devices of similar layer structures we have obtained single 
sideband noise temperatures of less than 2000 K in our waveguide mixer block [2]. 
However, for the devices already integrated with the filters the best results to date 
have been a noise temperature of 10,000 K. Moreover, the LO power required to 
drive the unbiased diode pair is much larger (6-8 times) than the power required for 
the discrete devices. We believe the poor performance of the integrated devices is 
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caused by two as yet unresolved fabrication problems. First, the integrated 
structures have exceptionally high pad-to-pad capacitance (larger than 30 fF). This 
accounts for the poor LO coupling and much of the high noise temperature. 
Second, the diode ideality factor and saturation current are higher than expected (the 
better discrete diodes have an ideality factor of 1.2 and saturation current of less 
than 1.E-15 A).  Efforts are currently underway to correct these shortcomings. 

CONCLUSIONS 

A fabrication method has been discussed and demonstrated that integrates a planar 
air-bridge-type Schottky-diode pair with associated quartz mixer circuitry. This 
procedure will allow diode circuitry to be used at frequencies too high to allow a 
separate diode chip to be used. The Schottky diodes obtained via this process have 
so far had poor DC characteristics and large parasitic capacitance which have limited 
the RF performance. Efforts are underway to resolve these problems so better RF 
performance can be obtained. 
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(a) 

(b) 
Fig 2: A back-to-back diode pair integrated with a filter structure, (a) the front side 
of the structure showing the GaAs pads over the Schottky diodes, (b) the bottom 
side (quartz) of the structure showing the fingers contacting the anodes. 
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WMMBU 

Fig 3. A portion of the mixer hammerhead filter and the planar back-to-back 
Schottky diode medullization side facing up. The structure is ready to be mounted 
in a waveguide block. 
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Abstract 

LT-GaAs MISFETs had been realized indicating a record 2.7W/mm RF power handling 
capability. To optimize such LT-GaAs power MISFET structures, the MIS system containing a 
LT-GaAs insulator and an AlAs interfacial diffusion barrier to the channel has been analysed. A 
noticeable parallel conductance was found in the insulator which is thought to be one of the key 
parameters to realize high gate to drain breakdown voltages. This conductivity however leads also 
to a gm-dispersion in the MHz range. Locus-curves of this system demonstrate a higher resistivity 
in the AlAs layer than in the LT-GaAs layer, indicating that the simple model of a single lossy 
capacitance does not describe the MIS diode completely. An extended electronic equivalent circuit 
for use in the FET model has been established. 

1.    Introduction 

Low Temperature-GaAs layers, grown at extremly low temperatures, containing a large amount 
of excess As, have been successfully used as gate insulator or surface passivation in GaAs FET 
structures. Both, high gate-drain and high drain-source breakdown voltages had been shown [1], 
leading to a record power capability of 1.57W/mm for GaAs based FETs at 1.1 GHz [2]. 
Additionally very high drain to source breakdown voltages had been shown at full current [3]. 

oi—■—■■ 
14 21 28 35 

Drain Source Voltage (V) 

Figure 1: DC-output characteristics 
of record LT-GaAs power 
MISFET structure 

Id, max =720mA/mm 
Udsmax=34V 

103 
0-7803-0894-8/93 $3.00 © 1993 IEEE 



Our recent results shown in figure 1 indicate 2.7W/mm RF power are feasible. Gate-Drain 
breakdown voltages above 50V are observed independent of the doping concentration in the 
channel as shown in figure 2. A detailed overview of the material properties and its applications is 
found in [4,5]. This indicates that the limitation of the output power capability predicted by the 
lateral spreading model in MESFETs [6] is not applicable in such devices and therefore further 
improvements seem to be possible. 
Using a LT-GaAs insulating layer in GaAs MISFETs an interfacial diffusion barrier has to be 
introduced to avoid As-outdiffusion from the LT-GaAs insulator into the channel [7]. The 
commonly used AlAs diffusion barrier is part of the insulating layer system. Nevertheless, many 
details concerning the MIS structure, composed of Ti/Pt/Au, LT-GaAs-insulator, AlAs-barrier 
and the n-doped channel, are still controversy. Therefore important device related parameters have 
to be investigated in order to obtain information on the mode of operation in FET-structures. This 
study focuses on the electrical properties of the insulator and an equivalent circuit describing the 
LT-GaAs/AlAs insulating layer system. 

e 

t 
3 
U 
« o 
o 

Figure 2: Gate-Drain-breakdown 
characteristics of MISFET 
structure 
Current limitor is set at 
lmA/mm 

12 24 36 48 60 
Gate Drain Voltage (V) 

MISFETs are of special interest for power applications due to suppressed gate leakage current and 
therefore high gate breakdown voltage independent of the channel doping. However GaAs 
MISFETs can only operate in the depletion mode due to the insulator interface potential pinning. 
Therefore, typical problems of these devices are a low transconductance and instabilities due to 
charging of the interface states, which are insulated from the gate electrode by the dielectric 
insulator. In the case of the LT-GaAs insulator system a noticeable leakage current is observed, 
comparable to the Deep Depletion MISFET-case using a silicon rich silicon nitride insulating layer 
[8]. This controled leakage is also thought to be one of the key reasons for the large gate-drain 
breakdown voltage shown in figure 2. 

2.   Device Structure and Fabrication 

The investigated MIS structures contain a silicon doped GaAs-channel and the insulator, 
consisting of a 20nm AlAs diffusion barrier and a 80nm LT-GaAs top layer. The 250nm thick 
channel was lxl017cnr3 silicon doped. 
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All structures had been grown in a Riber 32P MBE system on (100) semi-insulating LEC GaAs 
substrates The 600nm GaAs-buffer layer and channel layers have been grown under standard 
MBE conditions. After growing the AlAs layer at 680°C the growth was interrupted and the 
substrat cooled down to 200°C, the growth temperature of the LT-GaAs, determined by 
thermocouple reading. ^,    . j   u 
Structures had been insulated by wet chemical mesa etching. Ohmic contacts were made by 
evaporating and alloying Au/Ge/Ni after removing the LT-GaAs and AlAs layers by selective wet 
chemical etching and lift-off. Finally Ti/Pt/Au Schottky gate contacts have been deposited by e- 
beam evaporation. The size of the Schottky contact in this FATFET-hke structure was 
20uMnxl00|im. 

3   Models 

At RF the LT-GaAs/AlAs MIS diode, representing a bias dependent network of RC-components, 
can be characterized by its impedance Z(co) or admittance Y(a>) in the complex plane, the so-called 
locus-curves. The MIS structure, being part of a FET, is preferably presented as an impedance 
Z(co) since the structure is a layered structure of the LT-GaAs, the diffusion barrier and the GaAs 
space charge layer (SCL). It seems therefore reasonable to expect a series connection of parallel 
RC elements. Due to a highly doped channel and forward biased gate further capacitive elements 
are negligible, however a channel series resistance is included. 

Real [Z(co)] 

Figure 3: Equivalent circuit of the one 
layer model including a 
conduction path, and its 
locus-curve 

Three different cases are in principle imaginable: 

(1) One layer model .,„,,., .    .       t 
The resistivity of the LT-GaAs and the AlAs layers are similar. Therefore the entire structure of 
both layers acts as one composed layer. The equivalent circuit consists of a capacitor Q in parallel 
to a resistance Rj representing a leakage current (see figure 3). In case of an ideal insulator the 
resistance becomes infinite. In principal this circuit results in a locus-curve, calculated by equation 
(1) describing a semicircle in the complex plane. The radius of this semicircle is l/2Ri and the 
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effective MIS capacitance, part of the FET input, is calculated by equation (2) resulting in an 
frequency dependent gm(co) in the FET structure. 

Z(o)) = 
R. 

l + co2R2C2      1 + G)2R2C2 J: 
o)R2q 

Ceff(ö)) = Ci + 

d; 

ffl2R,2Ci 

(1) 

(2) 

(3) 

(2) Two layer model 
If the resistivity of both layers is essentially different, this will result in an equivalent circuit of 
two parallel RC elements in series. The locus-curve is composed of two semicircles, shown in 
figure 4 as a principle diagram. The insulator part of the gm-controling capacitance in the MISFET 
is then calculated by equation (4). The minimum value of this capacitance Ceff(co) is determined 
for high frequencies by the capacitance Q of the entire insulator. At low frequencies the resistors 
bypass the capacitors and only the space charge layer capacitance in the GaAs is seen. 

Ceff(«) = Ci+- 

co2{C LT-GaAs 

CLT-GaAs(1 + ft)  RLT-GaASCLT-GaAsj + (-"AlAs(l + m  ^AIAs^As) 
9 9 'N 

2R2 R2      r r ,   RLT-GaAsCLT-GaAs +R
A1ASCAIAS w  ^-LT-GaAs^AlAs'-LT-GaAs'-AlAs "l T, ~  

V '-LT-GaAs+(-AlAs j 
"CAIASJ 

(4) 

Figure 4: Equivalent circuit and locus- 
curve of a two layer 
MIS model 
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(3) Distributed layer model ,-cc   ■       t 
The resistivity of the insulating layer changes gradually across the structure, due to a diffusion ot 
excess As. Therefore the discrete RC-elements become dispersed resulting in a stretched 
semicircle-like locus-curve. To model this case a dispersion function needs to be assest. This has 
not been attempted in this study. However this effect may attribute to the differences of the two 
layer model with the measured data. 

Measuring the MIS structure at forward bias (as discussed above) the calculation and modelling of 
the insulator is simplified, due to the absence of the GaAs-SCL capacitor. However a channel 
series resistance and parasistic elements mainly caused by the coupling between the measuring 
pads have to be considered at high frequencies. 

4.   Measurements and Modelling 

The locus-curve of the investigated LT-GaAs/AlAs MIS structure is shown in figure 5 measured 
at frequencies between 45MHz and 10 GHz. The measurement has been performed at IV forward 
bias in order to avoid a SCL below the insulator. Equivalent circuit elements have been calculated 
or measured as listed below: 

Element Determination Value 

Rchannel measured between two ohmic 18.5i2 
contacts in close proximity 
the MIS structure 

Cur-GaAs calculated using equation (3) 3pF 
CA1As calculated using equation (3) 12pF 
delator calculated by equation (3) 2.4pF 
Rparasitic estimated 1^ 
RLT-GaAs+RAlAs+Rchannel extracted from DC 73Q 

measurements 

In all cases the dielectric constant of the As rich insulator was approximated by the £r of GaAs. 
The parasitic capacitor had been fitted at high frequencies. The rather high value of Cp=165fF is 
due to the large size of the pads used in the structure. All elements of the one layer MIS model are 
predetermined and the measured locus-curve can be compared to the calculated one. The result, 
shown in figure 5, indicates clearly that this model does not describe the LT-GaAs/AlAs MIS 
system sufficiently, since no acceptable fit is possible despite parasitic corrections. 

In case of the double layer MIS structure the resistances of the layers were used as fitting 
parameters. Since the sum of the resistors RLT-GaAs+RAlAs=54.5Q had been determined by DC 
measurements, only the ratio of these resistors can be varied. The best fit was obtained by RLT- 

GaAs=19£2 for the LT-GaAs layer and RAiAs=35.5a for the AlAs layer as shown in figure 7. 
Figures 9 and 10 illustrate finally the accuracy of this fit. The remaining discrepancy between 
measurement and calculation is believed to be due to the distributed nature of the structure 
modeled by lumped elements. 
The essential higher resistance of the AlAs layer agrees to the fact that the upper limit ot the 
effective MIS capacitance is given by the capacitance of the AlAs layer for low frequencies [9]. 
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Figure 5: Locus-curve of the MIS structure compared to the     Figure 6: Equivalent circuit of the 
one layer model one layer model 
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Figure 7: Locus-curve of the MIS structure compared to the     Figure 8: Equivalent circuit of the 
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The two layer model for the LT-GaAs/AlAs MIS system can now describe the transition from low 
frequency to high frequency behavior and can be used to estimate the gm-dispersion of MISFET 
structures. In the bias range applied to the FET the input capacitance Cgs is then composed of the 
effective insulator capacitance and the capacitance of the GaAs-SCL. Compared to normal GaAs- 
MISFET structures no interface state capacitance is expected, because the dc-leakage current and 
high recombination rate (fs electron and hole capture time constant) in the LT-GaAs system 
prevent insulated or loosely coupled interface states to appear. Figure 9 and 10 indicate a 
substantial dispersion between 0.1 and 10GHz. However in the FET the GaAs SCL-capacitance 
will reduce the effect substantially. For a small dispersion the depth of the GaAs SCL needs to be 
large compared with the insulator thickness. 
However the absolut values of the resistors included in the modeled case depend on the specific 
LT-GaAs properties, that means MBE growth conditions as well as post growth thermal 
treatments. The presented data may therefore only apply for the MIS structure in question, but the 
analysing technique will apply in general. 
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Figure 9: Absolut value of measured impedance   Figure 10: Phase of measured impedance 
compared to calculated values for compared to calculated values for 
the two layer model the two layer model 

5.    Discussion and Conclusions 

LT-GaAs MISFETs are attractive for power applications, because of their high demonstrated RF- 
output power of 1.5W/mm and an even higher IV-power product. Devices with ND=8xl017cm-3 
of 62 5nm channel thickness have displayed a maximum current densisty of 720mA/mm and a 
maximum drain source voltage of 34V (see fig.l). This represents a record IV-power product of 
23.9W/mm. In class A operation this will translate to PRFmax=Imax(Vmax-Vsat)/8-2.7W/mm. 
Thus, high DC-breakdown voltages can be obtained and combined with high output currents, 
indicating a power capability of these devices superior to those predicted by the lateral spreading 
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model. Additionally the lower interface potential compared to other MISFET structures increases 
the available current [10]. However, it has been shown that the MIS-gate configuration introduces 
necessarily a frequency dispersion, which in turn will also translate into a time and temperature 
instability. To fully explore and utilize the potential of these structures, these instabilities have to 
be minimized by tailoring the structure. The upper limit of the effective insulator capacitance of the 
MIS structure by the capacitance of the AlAs layer for low frequencies requires an optimized 
diffusion barrier. Reducing the thickness of the diffusion barrier is therefore of special interest in 
order to minimize the dispersion and increase the gm in MISFETs. First experiments in this 
direction are encouriging. First structures with a 5nm modified diffusion barrier have been 
processed resulting in a maximum low frequency gm of 180mS/mm for ljim gate length. 
However, the frequency dispersion in the MIS-system means that a larger RF-drive voltage is 
needed than indicated by the quasi static output characteristics. 
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Abstract. 

The suppression of longitudinal optical phonon (LOP)-electron 
scattering was sought in multiple quantum well (MQW) structures. The 
structures had GaAs well widths = 12, 15 and 20 mono layers (ML) and 
AlAs barrier widths = 2 and 4 ML. The MQWs were grown in the channel 
of GaAs/Alo.3Gao.7As modulation doped field effect transistors 
(MODFETs) without gates. The Hall mobility and carrier sheet density 
were measured by the van der Pauw method. The Hall mobility of the 
MQW samples was found to be less than that of the control samples 
(without MQW) at room temperature, but was better at temperatures lower 
than 50 K. The reduction of the room temperature mobility was due to 
interaction of the well electrons with the interface polaritons from the 
AlAs barriers. The increase of the low temperature mobility was due to 
reduced remote ionized impurity scattering of the well electrons. The 
evidence of performance improvement of MQW devices at room 
temperature due to suppression of electron-LOP scattering is thus disputed 
by this study. The results of an experiment made elsewhere, which 
appeared to show the contrary, can be interpreted using arguments other 
than the suppression of electron-LOP scattering in MQWs. 
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Introduction 

In recent years, the possibility of electron mobility enhancement by 
suppression of phonon-electron interaction in multi quantum well (MQW) 
structures has raised considerable interest 1~5. The suppression is sought by 
the confinement of longitudinal optical phonons (LOP) inside the quantum 
wells that have different coupling constant and ion masses than the barriers. 
The interaction of 2D-LOP / 2D-electrons gets weaker as the well width 
decreases, in contrast to the 3D-LOP / 2D-electrons system 2. On the other 
hand, interface polariton (IP) interaction with free carriers becomes more 
important as the well width decreases in systems of finite barriers 3-5. 

A study of several different GaAs/AlAs multiquantum well samples 
is reported here. It indicates that there may be an upper limit of electron 
mobility parallel to the AlAs/GaAs MQW plane due to the interplay 
between LOP and IP scattering of electrons. This study confirms the 
importance of IP scattering in very narrow wells (12 to 20 atomic layers). 
The latter is shown to outweigh the benefit of suppression of LOP 
scattering. 

Samples 

Two control samples and MQW structures of different well and 
barrier widths were examined. Fig. 1 shows the first control sample's 
(REF) structure. The 200Ä n-GaAs cap layer, the 800Ä Alo.3Gao.7As 
uniform donor layer, the 150Ä spacer layers and the GaAs channel were 
grown by MBE on (100) GaAs at 620°C. The donor concentration was 
2 x 10l8 cm-3. The second control sample, REF+4, is similar to the REF, 
except that there is a 4 ML thick AlAs-barrier between the spacer and the 
channel. All parameters in the other samples were kept the same as the 
REF's, except that they have AlAs/GaAs multiple quantum well in their 
channel. Six such samples were studied: MQW(12/2), MQW(15/2), 
MQW(20/2), MQW(12/4), MQW(15/4), MQW(20/4), where the numbers 
in brackets represent the well and barrier widths in number of ML, 
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respectively. Fig. 2 shows the band structure of the MQW(15/4) sample. 
Note the large density of the low mobility electrons in the cap and donor 
layers. 

The barriers in the MQW samples were kept thin to minimize the 
possibility of carriers being scattered into the X-valleys of AlAs, while still 
being large enough to confine LOP to within the wells. For example, the 
energy gap between the X-level of the AlAs barrier and the first T-level of 
the GaAs well is 0.38 eV in the MQW(15/2) sample. The fraction of the 
well's electrons being scattered into the barriers is approximately lO7. In 
the MQW(15/4), the fraction is just 1%. The upper limit of the well width 
is roughly 30 ML, above which the confinement of LOP may not be 
appreciable 2. If the wells were narrower than 10 ML, the electronic 
subband levels would rise above the barriers causing the carriers to be 
deconfined by the MQW, as shown by computer simulations that solve the 
Schrödinger and Poisson equations self-consistently. 

Data and discussions 

The samples' Hall mobility and carrier sheet density were measured 
by the van der Pawv method. The magnetic field was 2 kiloGauss. The 
samples were exposed only to diffused ambient light shortly before the 
measurements. To minimize the contribution of the parallel conduction in 
the donor layer to the total mobility, the samples were etched with the 
solution H3PO4:H2O2:H2O=3:l:50 until their individual Hall mobility 

reached a maximum value. 
The mobilities after etching and the carrier sheet densities are shown 

in Table 1. The REF's mobility was 7590 cn^V-V1 at room temperature, 
comparable to the value of REF+4, taking into account its lower carrier 
sheet density. The MQW samples, however, all showed lower room 
temperature mobilities than the control samples. Among them, the 
MQW(15/x) samples had the highest mobilities. At T=77K, the mobility of 
the MQW samples approached that of the control samples, except for the 

MQW(20/x) samples. 
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Table 1: The Hall mobility and carrier sheet density of the samples at 

room and liquid Nitrogen temperature. The control sample REF has the 

basic MODFET structure; REF+4 has an additional 4 ML thick AlAs 

between the AlGaAs spacer and the GaAs channel. The samples MQW(x/y) 

have x ML of GaAs as well and y ML of AlAs as barriers. 

T=: 300K T=77K 

[cm2v-lsl] 
Ns 

[ion cm-2] [103cm2v-lsl] 
Ns 

[ion cm-2] 

REF 7590 5.44 189 5.52 

REF+4 8200 4.12 193 4.15 

MQW(12/2) 5287 2.94 191 1.80 

MQW(12/4) 5189 2.00 180 1.48 

MQW05/2) 6318 3.16 198 2.20 

MQW(15/4) 6682 2.49 181 2.66 

MQW(20/2) 6024 3.72 124 2.48 

MQW(20/4) 5055 3.31 153 1.90 
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The true mobility of the GaAs channel (and its MQW) is given by 
the Petriz model &: 

Mxhannel ~~ 2 ^ AlGaAs 1+ ll-4^N-^A1C,aAs"^ 
M-AlGaAs Nchannel 

where |i and N are the effective mobility and carrier sheet density at 
T=300 K, respectively; Nchannel is the sheet density measured at T < 50K ; 
^channel and Nchannel are the true mobility and sheet density at T = 300 K, 
respectively. JiAlGaAs is the mobility of the free electrons inside the donor 
layer at 300K; its value is conventionally taken to be 500 to 1000 cm^^S" 
1. Thus ^channel « 9600 cm^V-V1 and 8700 cn^V-V1 for the REF and 
MQW(15/x) samples, respectively. 

The lower mobility of the MQW samples is readily understood by 
the hybrid model of phonons in superlattice structures. This model is 
presented in a paper submitted elsewhere 7'. In case of the AlAs/GaAs 
MQW structure, the LOP-like hybrid modes of the AlAs barriers are not 
coupled to the interface polaritons (IP). The latter thus interact strongly 
with the electrons in the well region. Although the interaction of electrons 
and LOP is reduced in the MQW samples, the increasing strength of the 
electrons-barrier IP scattering enhances the overall scattering rate as the 
well width decreases, and hence reduces the mobility. The channel 
mobility calculated by this model was 6120 cm2V"1s-1 for an infinite MQW 
with 15 ML thick GaAs wells and 2 ML thick AlAs barriers, compared to 
the actual value of 8700 cm2V-1s"1 of the (short periodic) MQW(15/2) 
sample. 

The dependence of the Hall mobility and carrier sheet density on 
temperature was also investigated. To minimize the persistent photo 
conductivity effect, the samples were kept in the dark for at least 10 hours 
before being measured in a continuous flow cryostat fed by liquid helium. 
The results for the REF, MQW(15/2) and MQW (15/4) are shown in Fig. 
3. One observes that the mobility of the MQW samples raised above that 
of the REF at T < 50 K. The MQW(15/2)'s mobility was 1.4 x 106 cm2y- 
V1, twice as high as the REF's (6.9 x 105 cn^V-V1 ) at T=ll K.   The 
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sheet density of the MQW samples were considerably lower than that of the 
REF because they were etched, as mentioned above. 

The improved mobility of the MQW samples indicates that the 
electron-IP interaction is no longer the dominant scattering mechanism at 
low temperatures. Our low temperature simulations showed a smaller field 
across the spacer layer in the MQW samples than in the REF, which 
reduced the effect of remote ionized impurity scattering. More important, 
the improved mobility shows that the interface roughness scattering is not a 
factor in lowering the MQW sample's mobility at room temperature. 

Conclusions 

We have tested several short periodic MQW structures for the 
enhancement of their room temperature mobility due to the suppression of 
electron-LOP scattering. The results were interpreted as negative. The 
best room temperature mobility was achieved by the MQW with 15 ML 
thick GaAs wells and 2 or 4 ML thick barriers. It was roughly 10% lower 
than that of the samples without the MQW. This result was readily 
explained by the strong interaction of the well electrons with the IP-like 
hybrid modes from the AlAs barriers. At low temperatures, the MQW 
samples' mobility was higher than that of the control samples, due to 
reduced remote ionized impurity scattering. 

To the best of our knowledge, the enhancement of room temperature 
mobility by suppression of electron-LOP scattering has yet to be 
experimentally proven. The results of Zhu et.al.8 that appeared to confirm 
the opposite may actually be explained using some alternative arguments. 
The energy band structure and the bulk carrier density of the samples are 
shown in Fig. 4. The MQW's wall and barrier thickness are 8 ML and 
4ML, respectively. These narrow wells raise the electron subbands over 
the barriers, spilling most of the electrons onto the AlAs/GaAs-substrate 
interface, which is both smooth and far away from the ionized donors. 
The major contribution to the total mobility is from the 2DEG at this 
interface, not from the electrons in the MQW structure. In case of the 
control sample, the electrons stay inside the GaAs well and are subjected to 
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more interface roughness and ionized impurity scattering, as compared to 
the majority of the electrons in the MQW sample; hence the mobility is 
considerably lower. Please note that both of these samples have lower 
room temperature mobility than bulk GaAs. 
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Figure captions: 

1. The structure of the control sample REF. It consists of a 200Ä n-GaAs 

cap layer, a 800Ä Alo.3Gao.7As uniform donor layer (2 x 1018 cm"3 n- 

doped), a 150Ä spacing layers and the GaAs channel. The REF+4 has an 

additional 4 ML of Al As between the spacer and the channel. The energy 

band Ec is shown by the solid line; the bulk density of free electrons is 

shown by the dotted line. 

2. The structure of a typical MQW sample, the MQW(15/4). It consists of 

the REF plus a short periodic MQW structure in its channel. The energy 

band Ec is shown by the solid line; the bulk density of free electrons is 

shown by the dotted line. 

3. The mobility \i and carrier sheet density Ns of the REF, MQW(15/4) and 

MQW(15/2) as functions of temperature.  |i of REF is higher than the 

other two at room temperature, but decreases relatively at T < 50 K.  The 

sheet densities of the MQW samples are lower than that of REF because the 

latter were etched. 

4. A different design of MQW structures, as of Zhu et.al.  a) shows the 

control sample with its GaAs well at the center, where the free electrons 

are concentrated. The sharp gap on the right is the AlAs/GaAs-substrate 

interface, b) shows the MQW structure. The MQW with well width = 8 

ML and barrier width = 4 ML is grown onto the GaAs. Since the wells are 

small, the free electrons are spilled into the smooth AlAs/GaAs-substrate 

interface. 

Figures 
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Abstract 

The flow modulation growth of high purity InP and GaAs based III-V compound semicon- 
ductors is demonstrated using a multichamber Organometallic Vapor Phase Epitaxy apparatus. 
Flow modulation is performed by rotating substrates through spatially separated group III and 
group V rich zones without valve switching. This system has multiwafer capability and excel- 
lent compositional and thickness uniformity. In addition, using the appropriate flow conditions, 
phosphide and arsenide based superlattice structures can also be produced without the use of 
mechanical valve switching. High purity InP and GaAs have been realized, yielding low tem- 
perature (77 K) mobilities exceeding 110,000 and 115,000 cm2/V s, respectively. Excellent 
transport and optical properties were also observed for GalnP/GaAs and GalnAs/InP structures. 
The multichamber reactor is a useful tool for both research and manufacturing of optoelectronic 
and high speed compound semiconductor devices. 

I. INTRODUCTION 

The production of high purity III-V compound semiconductors has led to the realization 
of many optoelectronic and high speed electronic devices. Optical devices spanning from the 
infrared to the visible and electronic devices with picosecond switching speeds have been fab- 
ricated using InP and GaAs based material systems. Over the years, there has been a growing 
demand for the manufacture of these devices in high volume at a relatively low cost. This, 
however, places strict demands on crystal growth technology. Abrupt heterojunctions, sharp 
doping profiles and high purity material are all necessary requirements in obtaining high perfor- 
mance device structures. In addition, a multiwafer process which has excellent wafer to wafer 
thickness and compositional uniformity is also desired. Advanced growth techniques such as 
migration enhancement (flow modulation epitaxy) and atomic layer epitaxy have been suggested 
to possibly meet many of these demands. Commercial vendors have offered a wide variety of 
crystal growing systems utilizing both Molecular Beam Epitaxy and Organometallic Vapor Phase 
Epitaxy (OMVPE) techniques to mass produce III-V semiconductor devices. 
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In this paper, we describe a multichamber OMVPE reactor with multiwafer capability, 
which produces high purity III-V compound semiconductor structures with excellent composi- 
tional and thickness uniformity. In this reaction chamber, substrates are rotated through spatially 
separated group III and group V rich regions without valve switching [1]. These regions are con- 
fined by injecting the proper gas flows to reduce zone intermixing. This enables the formation 
of abrupt heterostructures as well as the use of advanced growth techniques (flow modulation 

epitaxy) to be performed without requiring mechanical valve switching. 

We will demonstrate the versatility of the multichamber reactor by discussing various 
experiments employing flow modulation epitaxy (FME). AlAs/GaAs superlattice structures were 
produced by rotating substrates through localized growth zones separated by large hydrogen 
fluxes. Excellent compositional and thickness uniformity will be presented for GalnP lattice 
matched to GaAs. High purity GaAs and InP have been produced yielding low temperature 
(77 K) mobilities exceeding 115,000 and 110,000 cm2/V s, respectively. Excellent transport 
properties were also observed for GalnAs/InP and GalnP/GaAs structures. 

II. MULTICHAMBER REACTOR 

The vertical barrel, multichamber reaction cell is illustrated schematically in Figure 1. The 
outer cell wall is made of 6-inch diameter high purity quartz and the inner wall is a 2 inch 
diameter quarz ampoule which serves to localize growth regions. This system is operated at 
reduced pressure (76 torr) to eliminate gas recirculation due to convection forces. Palladium 
diffused H2 is used as the carrier gas. Typically, the gas flow is 30 slm, while the gas velocity 
is maintained at 30 cm/s. A barrel style susceptor holding up to eighteen 1.5 inch wafers, 
is inductively heated by RF radiation. The susceptor has three tiers, with each tier having 
six wafer slots. Two group III rich regions are spatially separated by large hydrogen fluxes. 
Triethylgallium (TEG), Trimethylindium (TMI) and dopants sources are injected in the left zone, 
while trimethylaluminum and a second TEG source are injected in the left zone. Hydrides (i.e. 
arsine and phosphine) are uniformly injected into the growth chamber through a distributor 
ring located at the uppermost portion of the cell. Flow modulation is carried out by rotating 
substrates through group III and group V rich regions without valve switching. The flow 
modulation configurations can be varied by adjusting either reactant fluxes, carrier flows or 
susceptor rotation speed. The reaction cell is periodically cleaned by heating the susceptor to 
900 °C (hot wall) while injecting HC1 through the distributor ring. It has been reported that 
operating with a clean reaction cell eliminates oval surface defects in In-containing compounds 
[2]. The pumping port is located directly under the right growth zones. Experiments were also 
carried out using a distributed pumping ring. 

The standard vent-run configuration is used to reduce switching transients. Organometallics 
(OMs) and hydrides are switched at the head the reaction cell to enhance heterostructure abrupt- 
ness. Gas lines are made of stainless steel tubing which are bakeable to 200 °C. To enhance 
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transport capabilities, the dopants, hydrides and each individual OM gas loop have independent 
H2 carriers. The OM pressures are controlled using a needle valve which enables better control 
of fluxes. An ultrasonic analyzer is used to monitor and regulate the TMI transport to the cham- 
ber. Al-Ga-In gettering melts are used to reduce oxygen and H2 contamination in the reactant 
gases [3]. This system is also equipped with a quadrapole mass analyzer for gas sampling prior 
to every run. 

III. FLOW MODULATION GROWTH 

Flow modulation Epitaxy (FME) has been reported to be a useful technique for obtaining 
smooth heterointerfaces, sharp doping profiles and reduced deep level traps [4]-[6]. Typically, 
FME is performed by alternately supplying group III and group V species to the growth sur- 
face which enhances the surface mobility of the adatoms. Unlike atomic layer epitaxy, where 
the growth rate is independent of the amount of injected source material, FME is group III 
mass transport limited. Therefore, high growth rates can be realized. Flow Modulation in a 
conventional reaction chamber requires the use of repetitive valve switching which ultimately 
reduces the lifetime of the valves. Replacing these valves usually requires exposing gas lines 
to H2O and O9. However in the multichamber configuration, flow modulation is executed by 
alternately exposing substrates to group III and group V rich environments by substrate rotation. 
As a result, this eliminates the need for valve switching. 

Many flow modulation configurations have been investigated by modifying the flow con- 
figuration and pumping scheme. Experiments were performed without susceptor rotation to 
determine the substrate exposure cycle. In all configurations, a measurable growth rate was 
observed on the opposite side of the reaction cell corresponding to the left and right zone inlets. 
Several flow modulation schemes were investigated and compared by investigating the film 
quality of GalnP closely lattice matched to GaAs. Figure 2a shows the exposure cycle for what 
was determined to be the highest quality GalnP lattice matched to GaAs. This configuration 
was created by injecting high carrier flow between the group III zones (10 slm) and 4.5 slm 
in both the left and right zones. Strong photoluminscence intensity and carrier concentration in 
the mid 1016 cm-3 were observed. Other flow configurations produced GalnP which exhibited 
broad X-ray diffraction features. A distributed circular pumping port was installed to further lo- 
calized zones. However, X-ray diffraction spectra displayed weak and broadened features from 
the GalnP films. This was observed for all flow configurations using the distributed circular 
pumping port. 

IV. SPATIALLY SEPARATED GROWTH ZONES 

Applying the appropriate flow conditions, localized growth regions can be obtained which 
enables the formation superlattice structures. Changing group III flux and rotation of the sus- 
ceptor changes the periodicity of the superlattice structure.   This is a flexiable technique to 
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prepare superlattices without valve switching. As stated earlier, although intermixing occurs 
in all configurations, device quality superlattices can be produced by this method. Figure 3, 
shows the a TEM image of a 40 ÄAlAs/GaAs superlattice produced in the multichamber cell. 
Equal amounts of gas were injected into each inlet to balance the flows, which minimizes zone 

intermixing. 

V. COMPOSITIONAL AND THICKNESS UNIFORMITY 

The compositional and thickness uniformity is presented for GalnP lattice matched to 
GaAs. A compositional uniformity map, generated using X-ray diffraction, is shown in Figure 
4. Indium composition varied ±0.5% over a 6 cm'2 area. The wafer to wafer composition 
varied ±0.7% for wafers placed on the top tier of the susceptor. The compositional uniformity 
was measured on wafers located on the second tier during the same run. There, the composition 
varied ±1.5% over a 4 cm2 area. We also observed that the In composition decreased down 
stream along the wafer. A decrease of 3% In concentration was observed from the top to the 
second tier. Thickness uniformity was measured using SEM for the wafer located on the first 

tier. The thickness varied ±3.3% over a 6 cm2 area. 

VI. GROWTH OF GaAs AND InP BASED MATERIAL 

Both InP and GaAs based material were produced using FME. High purity GaAs, AlGaAs, 
and GalnP were on produced GaAs substrates. A process has been developed for arsenides based 
compounds which produces high purity material using minimal arsine (lows [7]. The V/III ratio 
dependence on 77 K mobility for GaAs grown at 635 °C is given in Figure 5. Low temperature 
(77 K) mobilities exceeding 115,000 cm2/V s and room temperature of 8000 cm2/V s for V/III 
ratio less than 5. A 77 K mobility of 93,000 cm2/V s was measured for films produced with 
a V/III ratio of 1.8. Strong excitonic features were observed for films produced using a V/III 
ratio of unity. Using trimethylamine alane, TEG and arsine, excitonic features were observed 
for Alo.15Gao.85As for V/III ratios as low as 7.5 [8]. GalnP was grown over a wide range 
of growth conditions yielding both ordered and disordered layers. Low temperature (1 K) and 
room temperature PL linewidths of less than 10 and 26 meV, respectively were observed for 
FME grown GalnP. A room temperature mobility of 3,000 cm2/V s and 77 K mobility of 14,000 
cm2/V s for GalnP grown at 645 °C and a V/III ratio of 118. 

InP and GalnAs lattice matched to InP substrates exhibited excellent photoluminscence and 
electronic properities. InP grown at 600 °C and at a V/III ratio of 175 yielded a 77 K mobility 
of 110,000 cm2/V s. Low temperature PL revealed neglegible acceptor related transitions, 
indicative of n-type material with low compensation. GalnAs nearly lattice matched to InP also 
showed excellent low temperature photoluminscence properties having linewidths as low as 1.7 
meV In addition, room temerature mobilities as high 11,000 cm2/V s were observed for GalnAs 

nearly lattice matched to InP. 
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VII. CONCLUSIONS 

In summary, the advantages of a multichamber OMVPE system have been demonstrated. 
This system has multiwafer capability which also has excellent compositional and thickness 
uniformity for GalnP lattice matched to GaAs. Spatially separated group III rich and group V 
rich regions enable the formation of superlattice structures and flow modulation growth without 
valve switching. Flow modulation exposure cycles can be altered by adjusting the carrier flows 
and source flux. High purity GaAs and InP was produced, both having low temperature mobil- 
ities exceeding 110,000 cm2/V s. The multichamber concept has been extended by introducing 
a four chamber reaction cell. Presently under contruction, this system can accommodate six 3 
inch wafers. Both FME and ALE will be accomplished without valve switching. This system 
represents the next generation of multichamber designs which are capable of producing III-V 
semiconductor device structures in high volume. 
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Figure 1. Schematic illustration of implementation of flow modulation epitaxy in 
the multichamber cell. Dopant sources, TEG and TMI are injected in the left zone, 
while TMA and TEG are injected into right zones. Two hydrogen carriers serves 
to isolate the group III rich zones. The hydrides are uniformly around the cell. The 
inner quartz ampoule (diameter-d ) serves to separate the reactant fluxes of each 
deposition zone. 
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Figure 2. (a) Flow modulation exposure cycle for premixed GalnP lattice 
matched to GaAs. The exposure cycle was calculated by performing no 
rotation growth experiments to determine growth rate around the reaction 
chamber, (b) Corresponding X-ray spectra of GalnP produced using the 
flow modulation scheme in part (a). 
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Figure 3. TEM image of an AlAs/GaAs 40 Ä superlattice produced in the 
multichamber reactor. Equal flows were injected in each inlet port to 
provide optimum spatial confinement. 
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Figure 4. Compositional uniformity map of GalnP lattice matched to 
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was created using double crystal X-ray diffraction. 
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High Speed Optical Detectors for Monolithic 
Millimeter Wave Integrated Circuits 

K. Iitvin, J. Burm, D. Woodard, W. Schaff and L.F. Eastman 
School of Electrical Engineering, Cornell University 

Ithaca, New York 14853 

ABSTRACT 

Metal-semiconductor-metal photo diodes with interdigitated Schottky 
barrier fingers are being developed for applications in monolithic optical 
receiver circuits with the purpose of detecting millimeter wave modulation 
signals being transmitted via an optical carrier. The devices are planar and 
incorporate submicron finger spacings and a thin absorption region for 
speed with a buried stack of tuned Bragg reflectors for enhanced sensitivity 
at the carrier wavelength. These devices are being integrated with short- 
gate MODFET amplifiers to form the complete monolithic integrated optical 
receiver circuit. 

DEVICE DESCRIPTION 

Metal-semiconductor-metal photo diodes with interdigitated Schottky 
barrier fingers are being fabricated in the AlGaAs material system using 
electron beam lithography techniques. Both linear and circular detector 
finger geometries have been examined (Fig. 1). Such photo detectors are 
capable of detection bandwidths in excess of 100 GHz [1-3]. The devices have 
a planar construction making them ideal candidates for monolithic 
integration [4,5]. The detector structures were designed with the aid of a 
computer program and then grown by molecular beam epitaxy. The photo 
diodes in this design incorporate sub-micron electrode spacings and a thin 
absorption layer of GaAs, these features limit the transit time of the 
optically generated carriers thus providing the mechanism for millimeter 
frequency operation (Fig. 2). 

Device sensitivity to low intensity light is enhanced with the inclusion 
of a highly reflective (94%) stack of tuned Bragg reflectors buried below the 
absorption layer. The Bragg reflector stack is composed of nonabsorbing 
alternating quarter wavelength layers of Al0.9Ga0.lAs and 
Alo.35Gao.65As. The reflective stack causes incident photons, of the 
appropriate wavelength, to make a second pass through the absorption 
layer thus creating additional carriers for collection at the electrodes. 
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Additional sensitivity refinements were made by including a top surface 
optical impedance matching layer of Alo.35Gao.65As. This layer reduces top 
surface reflectance to nearly negligible values (0.5%). The interfaces 
between the GaAs absorption layer and the matching layer above it and the 
bottom of the absorption layer and the top surface of the Bragg reflector stack 
also form a potential energy well for the photo generated carriers. This is 
due to the energy band discontinuity of the material layers. The potential 
energy well serves to confine the photo generated carriers to the thin 
absorption region where they can be rapidly collected by the electrodes on the 
top surface. (Also prevents carrier loss by rapid surface recombination (vs @ 
3xl06 cm/sec)). The combined effects of the finite line width of the Bragg 
reflector stack, absorption layer and top surface matching layer introduces 
some wavelength discrimination capability into the device because there is 
an increased optical sensitivity at the design wavelength and a decreased 
sensitivity at other wavelengths away from this line (Fig. 3). 

MODEL and MEASUREMENT RESULTS 

The topology of a microwave equivalent circuit model for the detector 
diodes was determined using S-parameter measurements of the devices and 
of associated short circuited test structures (Figs. 4 & 5). The S-parameter 
measurements on the short circuit test structures readily allow for the 
extraction of the finger electrode resistance and inductance. In addition to 
the dc resistance in the fingers there is an additional frequency dependent 
skin effect resistance . The skin effect resistance is proportional to the 
square root of the frequency. The proportionality constant can be 
determined by comparing the frequency dependence of the measured device 
input impedance with that of the model. The MSM detector capacitance is 
extracted from the device measurements and the excess parasitic 
capacitance is determined by comparing the measured capacitance to that 
calculated for an MSM structure using the elliptic integral method [6]. The 
parasitic capacitance is the result of the finite length of the interdigitated 
fingers and the close proximity of the contact pad of opposite polarity to the 
open ends of the fingers. The equivalent circuit model is used to determine 
the passive element frequency response and time domain impulse function 
(Fig. 6) . 

A Monte Carlo simulation of the transport behavior of the optically 
generated carriers, which takes into account the material dimensions, 
electrode geometry, bias conditions ,and optical absorption properties, is 
used to produce modeling information about the time domain response of 
the carriers [7,8]. The FFT of the Monte Carlo results provides the carrier 
frequency response function (Fig. 7). This information is combined with the 
circuit model information (multiplied in the frequency domain or convolved 
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in the time domain) to give the composite frequency response and impulse 
function of the MSM detector (Fig. 8). 

Static optical tests were done with a white light source and 
monochromator in order to characterize the spectral response of the diodes. 
The response signal was normalized to the white light spectrum (Fig. 9). A 
large size detector was used in the experiment for better sensitivity. Figure 9 
shows that the expected peak in the response for a 800 nm wafer design was 
down-shifted slightly, this probably indicates that the angle of incidence was 
not quite normal to the sample. Photospectrometer measurements of the 
wafer reflectance support  this conclusion. 

Optical measurements using a short pulse (120 fs) mode locked laser 
operating at 780 nm with a beam diameter of 10 (im indicated a carrier 
transit time limited bandwidth in excess of 40 GHz (this was the limit of the 
measurement system). The detector response was observed using a HP2782 
spectrum analyzer. The measurement on a detector diode with 23 |im long 
fingers, 0.5 |im finger width and 0.5 ^im gap between the fingers fabricated 
on a GaAs wafer designed for 750 nm light had the following results: At 7 
volts applied bias and 80 mW average incident power, it showed a flat 
response up to at least 40 GHz. When the average incident light power was 
doubled to 160 mW the response at 39 GHz was -6 dB down due to excess 
carrier generation. The dynamic range of the detectors was then measured 
using a Ti:sapphire laser operating at 770 nm with a variety of neutral 
density filters . The dynamic range was found to be 33 dB. 

Optical measurements employing a semiconductor mode locked laser 
as a short pulse optical source were also performed and the detector 
response was observed in the time domain using a sampling oscilloscope. 
The full width half maximum of the output pulse was 15 ps. This value was 
again essentially the limit of the measurement system's capability. 

DEVICE INTEGRATION 

The MSM photodiodes are being integrated with short-gate MODFETs 
for use as monolithic integrated optical receiver circuits capable of 
detecting a 44 GHz modulation signal being transmitted via an optical 
carrier [9]. The transistor layers are grown on top of the detector layers in 
the MBE system. A slow etch-rate citric acid solution is used for the 
transistor mesa isolation. The wafer top surface reflectance is monitored 
with a photospectrometer until the reflectance minima shifts to the design 
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wavelength. The MODFETs will be used as low noise amplification devices 
in the optical receiver circuits. The current transistor design has a source- 
drain spacing of 2 um with a gate length of 0.25 urn and gate width of 100 
Um. We are in the process of developing a transistor with a gamma-gate and 
self-aligned ohmic metalization in order to reduce the source resistance and 
therefore improve the noise and frequency characteristics of the devices 
[10,11]. In test structures we have achieved gates with 0.25 urn footprint and 
0.6 urn cross-section along the top. The gate had an overhang ratio of more 
then 2:1 and a source-drain spacing of 0.6 urn. With self-aligned 
metalization the source-gate spacing was    0.1 um and the drain-gate 
spacing was 0.25 urn (Fig. 10). Coplanar waveguide interconnections are 
being used in the circuit design. 

SUMMARY 

Metal-semiconductor-metal photodetector diodes have been designed 
with the aid of a computer program. The material was grown by MBE and 
the devices were fabricated with electron beam lithography. The detectors 
incorporate features for high speed operation, (submicron electrode 
spacings, thin absorption layer, and a potential well to confine optically 
generated carriers to the absorption layer), with features to enhance the 
device sensitivity, (buried Bragg reflector stack, and a top surface optical 
impedance matching layer). Device measurements indicate top surface 
reflectance of 0.5% with an operation bandwidth in excess of 40 GHz and a 
dynamic range of 33 dB. The devices are being integrated with short-gate 
MODFETS for applications in monolithic millimeter wave optical receiver 
circuits. 
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Figure 1. Two MSM Photodiode diode geometries. The linear device has 
0.35(im fingers and gaps with a 20|im overlap. The circular device has 

0.5|im fingers and gaps and a 10(im diameter. 
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Figure 2. Cross-sectional view of the MSM photodiode material structure 
showing the top surface impedance matching layer, absorption layer, and 
Bragg reflector stack. 
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Figure 4. Measured S-parameters, (45 MHz-26.5 GHz), for a MSM detector 
and its associated short circuit test device. The geometry is linear with 15 
fingers, 0.5 |im wide, 0.5 (im gap and 23 Jim overlap 
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Figure 6. Impulse function and frequency response of the MSM detector 
passive circuit element model (50 Q load). For the geometry described above. 
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Figure 9. Relative signal from a detector vs. optical wavelength. The detector 
was fabricated on a wafer with the Bragg reflectors and top surface optical 
impedance matching optimized for 800 nM light. 

Figure 10. Gamma-gate with 0.25 urn footprint and 2:1 overhang ratio. The 
photograph also shows the 0.6 |im drain - source spacing after the self- 
aligned ohmic metalization step. 
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Abstract 

This paper reports a comprehensive low-frequency extrapolation method for the purpose of separating 

the intrinsic and extrinsic or parasitic equivalent network parameters of high-frequency HBT's. The method 
involves measurements of device's small-signal parameters over a wide frequency range, and low-frequency 

extrapolation (LFE) of various transformed two-port parameters using a range of collector bias currents. 

For the extraction of the equivalent network parameters, the measured s-parameters are first converted into 

y- and h-parameters and they are used directly or in composite fashions in order to extract the parasitic 

series resistance elements {rw, and r«.), the shunt capacitance elements {cje, cbc and cc), and the intrinsic 

emitter-to-coUector transit time after allowing for the parasitic time constant effects. 

Introduction 

A precise knowledge of the high-frequency equivalent network parameters of high-speed transistor i.e. 

heterojunction bipolar transistors, is of considerable interest to circuit designers. To the device engineers, 
the same information, if interpreted in terms of the device structural dimensions and electronic material 
parameters, can be even more valuable since they can be used to optimize the device structure for improved 

performance. Unfortunately, it is difficult to extract the device's intrinsic properties from its externally 

measured characteristics which are often severely modified, particularly at high frequencies, due to the 

presence of extrinsic or parasitic elements e.g. shunt capacitances, and series resistance and inductance 

elements as illustrated in the equivalent network representation of the high frequency HBT (without the 

inductors) in Figure 1. [1-3]. However, by exploiting the linear dependence of the intrinsic transconductance 

on the collector bias current of the transistor, and extrapolating the results of transformed s-parameter data 

presented in suitable fashions, this paper demonstrates that it is possible to consistently separate the intrinsic 

and extrinsic equivalent network parameters. This approach is different from the approach of de-embedding 

of parasitic from the overall measured data [4], and that of calculating the T-model parameters from the 
overall measured microwave s-parameter data over a wide frequency range [5]. In this work the majority 

of experimental data were obtained from the s-parameter measurements carried out over a wide frequency 

range i.e. from 50 MHz to 40 GHz.  For greater accuracy and cross-checking purposes, data could also be 
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obtained for the transconductance gm, the output conductance g0, and the common-emitter current gain ß0 

by independent measurements at low frequencies (e.g. 1 KHz to 10 KHz). 

Cbc 

>AA/--»C I        Ibtf" o—^AA, 

Cbc 

-u- 

E»_ 

(b) 

re 
V\A/—»c 

-*E 

Figure 1 Small-signal high-frequency equivalent network model for the HBT: (a) Physics-based 

model (b) Modified model when the effects of r«, is absorbed into other elements. 

In the following sections, we first present an outline of the theoretical basis on which the low-frequency 

extrapolation (LFE) technique has been developed, then present the experimental results that illustrate the 

methodology of extraction of all the key parameters and finally we discuss the effectiveness of the technique 

and the usefulness of the extracted intrinsic parameters for understanding the limitations of the material 
and structure of the HBT. 

Theoretical Basis 

DETERMINATION OF ree*: By analysing the small-signal equivalent network model as shown in Figure 
1, the extrinsic or as measured transconductance (gm) can be expressed as 

+ r„ rbb' 

9m 9mi " (l+ßo) (1) 

where gmi = qIc/nkT, n is the ideality factor and ß0 is the small-signal common-emitter current gain at 
low frequencies. From equation (1) it is obvious that by plotting j- versus I~\ it is possible to extract the 

total resistance [ree. + TW/(\ + ß0)}, and knowing ß0 and rbb, one readily obtains ree, (see Figure 2). 

DETERMINATION OF r66<: Again from the equivalent network model, it can be readily seen that the 

real part of the input impedance, excluding the effect of the extrinsic capacitance cbc, can be expressed as, 

Re (—— ) * (rbb, + r«,) + ^  (2) 

where rr. = rT/(l + ffra,-ree.), and cT. = c„-/(l + gmirM-) + ce(l + gmrcc). The second term in equation(2) 
at high frequencies can be quite small and can be expressed in terms of measurable Y-parameters, namely 

1+JW7VC 
<fe) 

(3) 

By plotting the impedances given by equations (2) and (3) as functions of frequency, the difference imped 

can be interpreted as (rhb. + ree.) for a wide range of frequencies as can be seen from results presented i 
Figure 3. 

ance 
in 
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DETERMINATION OF cbc AND rwcc: The output capacitance of the HBT when observed with the 

input short- circuited can be obtained by dividing the imaginary part of Y22 by v. At different operating 

collector bias currents and the same can be expressed in the following manner [1,6] 

C22 = Cjc + CcTbb'g'm '   ' 

where g'm = gmil{^ + Sm^ee')- 

It is obvious from equation (4) that when c22 is plotted as a function the transconductance g'm, corre- 

sponding to the selected collector bias currents, the capacitance cjc = {cbc + cc) and the product rwcc can 

be readily extracted as illustrated in Figure 4. 

DETERMINATION OF THE INTRINSIC TRANSIT TIME, rec: Perhaps the most difficult param- 

eter to extract, using the measured s-parameter data or the transformed Y-parameter data, is the intrinsic 
transit time (recl) which arises due to the carrier transport in the transistor base region and in the collector 

depletion region, namely [2] 

_ Wl_     WB + (Xdc/2) (5) 
Teci ~ 2Dn 

+ 

where WB is the basewidth, Xdc is the collector depletion-width and Dn is the electron diffusion constant 

in the base, and v.at is the high field carrier saturation velocity. This parameter can be best obtained by 
utilizing a wide range of extrapolated common-emitter unity current gain frequency (/r) at different collector 
bias currents. The common practice is to plot the current gain magnitude |fc21| versus frequency and exploit 

its 6dB/octave fall-off behavior at low-frequencies to extrapolate fT [5,6] Unfortunately, this approach does 

not work when the low-frequency value of h2l or ß0 is low. For ß0 values between 10 and 20, it is more 
appropriate to obtain ur(= 2rfr) from the ratio of the input capacitance (cu) and the transconductance 
{g'm) at low-frequencies. The capacitance cn can be determined from the frequency dependent behavior of 
lm{Yn) at various operating collector bias currents as illustrated in Figure 5. From a careful analysis of 

equivalent network model, it can be readily shown that 

J_ = en = (c^+J^c) + Teci + c.c{reei + re) (6) 

Wr Sm 9mi 

where l/g'm = l/gmi + Tee' and cjc = cbc + cc. 

As ülustrated later in Figure 6, it can be seen that by plotting l/wr versus l/gmi one can separate 
{Cjc + cje) and the total time constant, reci + cjc{ree, + rc), where cjc = {cbc + cc). In order to be able to 
separate cjc{reel + re) and reci and also for cross-checking purposes the parameter reci can also be obtained 

exploiting the frequency dependent behavior of |y2i|. and the following expression: 

Cc+C 
— + cc(ree> + rcc<) + reci (7) 

g'mrbb<U2i gmi 

In equation (7) w2i is the 3-dB cut-off frequency of |y2i|, and it can be obtained by low-frequency extrapo- 

lation of the measured quantity [IW^'il2 " 1] versus frequency as ülustrated later in Figure 7, since 

•r21 

2 
- 1 = 

W21 
(8) 

where YL «^21+ jucbc. 
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As illustrated in Figure 6, it can be seen that by plotting the composite parameter (g^T^iu^i)-1 in 
equation (7) versus l/gmi, it is possible to extract the total time-constant cc(reei + rc) + Tec;. The difference 

between this and the previously obtained time constant can be used to determine Cbc(reei + rc), and since Cj,c 

is already known from (CJC — cc), the sum of the resistances (ree< + rc) follows. Hence, follows the intrinsic 

transit time reci, provided the latter remains constant while the operating collector current is varied without 

exceeding the value where reci tends to attain its peak value. 

DETERMINATION OF vsat: The dependence of reci on the collector depletion width (Xdc) as given 

in equation (5) can be exploited in order to obtain the carrier saturation velocity, vsat. For this purpose, 
the equivalent network parameters need to be extracted for different collector bias voltages by repeating the 

entire process of parameter extrapolation as outlined above. A knowledge of the capacitance cc at different 

collector bias voltages and that of the emitter area is sufficient to obtain Xic. Once vsat becomes known, a 

knowledge of the basewidth (Wj) enables one to determine Dn or vice versa. 

Experimental Results 

The LFE method of extracting the equivalent network parameters of the HBT's as outlined above has 

been implemented on several n - p — n AlGaAs/GaAs devices using the HP 8510 network analyzer for the 

frequency range of 0.5 to 40 GHz. The on-the-wafer measurements of s-parameters were performed using the 
co-planar waveguide technique using collector bias current ranging from 2 mA to 30 mA at VCE = 2Volts. 

Only representative data obtained from a single device will be presented here. 
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Figure 2 Reciprocal transconductance g^ verius the 
reciprocal collector bias current plot: deter- 
mination of r„i. 

Figure 3 Frequency dependent behavion of Äe(rn - 

jucte)-' and r;/(l+Juic,rx): determination 
of(r„,< + r6».) 

The details of experimental determination of the emitter series resistance can be best understood from 

the results presented in Figure 2. Because of a rather low value for ß0 in the particular device tested, it was 

necessary to account for the contribution of the resistance ^-/(l + ß0), and this was obtained iteratively 

between the results presented in Figure 2 and Figure 3 with a knowledge of ß0 at different collector currents. 

After subtracting r(,Ai/(l + ß0) from l/gm a plot of l/g'm was obtained which is also shown in Figure 2. 
From the slope of the latter plot, the ideality factor n is seen to change from 1.2 at lower currents to 1.5 

111-6 
144 



at higher currents. These values are larger than that determined from the collector current versus the base 
emitter voltage plot (Gummel plot) of the device at lower currents (n as 1.15). The results also indicate that 
due to the rise of junction temperature at higher collector currents, the diode differential resistance may be 
increasing while the emitter contact resistance is decreasing as may be expected. 

The experimental data presented in Figure 3 clearly demonstrate that the real part of r,i/(l+ jurrCT) 

systematically approaches zero value at high frequencies revealing the frequency independent series resistance 

(reei+rbbi). The difference between the two plots appears to remain essentially constant over a wide frequency 

range indicating the validity of the method of extracting (ree< + m')aild that of the equivalent circuit model 

used. 
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Figure 4 Dependence of the output capacitance (C22) 
on the transconductance g'm: determination 
of Cje and Tt,vce product. 

Figure 5 Frequency dependence of Im(Yn) : deter- 
mination of the input capacitance by low- 
fxequency extrapolation 

The collector current dependence of the output capacitance C22, obtained from the low frequency extrap- 
olation of Jm(y22) are presented in Figure 4, versus the transconductance g'm, does indicate a good degree of 
linearity for the middle range bias current values. This allowed us to extract the total collector base junction 

capacitance (cje) and the rwcc product. This yielded cjc as 59/F and cc » 3fF when rw as 17fi. We 
found TW varying between 19ft and 15.5Q when Ic changed from 2 mA to 30 mA. From a knowledge of 
the collector-base depletion layer width {Xdc as 0.55/wn) at VCB « 0.7V, we calculate a total collector-base 
capacitance of 28 fF. This yields an effective value for cbc as 25 fF. This suggests that there is an excess 
collector-to-base parasitic capacitance of 34 fF which could have arisen due to the wafer probing of the de- 
vice where the emitter is coupled to the co-planar wave-guide in a manner which is not physically grounded. 
This is in contrast to the situation when the device is mounted on a microstrip carrier. Similar additional 
extrinsic parasitic capacitance could also be presented between the base and the emitter electrodes. 

For the determination of wr we were unable to exploit the expected 6dB/octave frequency dependency 

of |/i2i|, because of the low value of ß0 and a large value of cjc. It is not difficult to see that the former 
lowers the slope of |/i2i| versus frequency below the 6dB/octave limit at lower frequencies, while the latter 
lowers the same at higher frequencies. However, we obtained u)r — cu/g'm by extracting the total input 
capacitance from the expected linear dependence of Jm(Yn) at low frequencies (see Figure 5), and using the 
values of g'm already obtained (see Figure 2). The results are graphically presented in Figure 6 indicating 
some degradation of the intrinsic transit time above the collector current density of 2 x 104 A/cm2 (where 
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NDC ~ 10 cm'3) which corresponds to approximately 8mA for the test device. However, with the limited 
linearity of the curve we obtain reci K 2.75 p sec, after allowing for Cjc(ree, + rc). From the slope of 

this curve we obtain Cje « 154 fF and this most likely consists of an excess parasitic capacitance of some 

unknown magnitude due to the co-planar waveguide measurements. Unfortunately, Cje could not be precisely 

determined since we do not know the built-in potential involving a graded AlrGa1_IAs emitter. 
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Figure 6 Dependence of 1/av and (g'mri,vu^i)~l on the 
reciprocal intrinsic transconductance (jra,)

_1: 
determination of Ted and parasitic resistance 
and capacitance elements. 

Figure 7 Frequency dependent behavior of fl *>?-1 -l|: 

determination of u71 by low-frequency ex- 
trapolation approach (yj, » y^ + juc».). 

We present the data showing dependence of [Ism/^'il2 - l] in Figure 7 in order to determine w2i, 
which clearly indicates w2 dependence when extrapolated. The composite time constant {g'mrbbi^2i)~l when 
plotted versus l/gmi (see Figure 6).we observe behavior similar to that obtained for the 1/w- versus frequency 
plot, but with a slightly lower intercept and a lower slope. This is what one would expect by comparing 

equations (6) and (7), due to the difference between Cjc and cc. With the limited data points we obtain the 

capacitance difference to be ss 69 fF which is slightly higher than the values obtained from data presented 

in Figure 3. However, the two plots in Figure 6 indicate reasonable agreements in so far as the extraction 
of Teci is concerned and they provide a basis for a high degree of confidence in the proposed LFE method 

of extraction of the HBT equivalent circuit parameters. Finally, we present the extracted equivalent circuit 
parameter values in Table I. 

Table I 

Extracted Equivalent Circuit Parameter Values 

Parameter Extracted value 
Cjc 59fF 
Cc 3fF 

Cbc 25fF 
fbb' 15-17 0 
Cje ss 154/F 

T~eci 2.75 psec 
'Tee' 3 n 
rc l n 
ßo < 10 
V 1.2- 1.5 
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Conclusion 

A comprehensive new low-frequency extrapolation (LFE) technique has been developed and implement- 

ed for the extraction of small-signal equivalent network parameters of HBT's. The technique utilizes the 

microwave s-parametei data over a wide frequency range with varying collector bias currents. For the pa- 

rameter extraction purposes the s-parameters are transformed into Y-parameters which readily relate to 

the physics-based equivalent network model of the HBT. New approaches for obtaining the unity current 

gain frequency (uT), and the 3dB cut-off frequency (w2i) of |y2i| are introduced which provide the basis for 

extracting the intrinsic transit time parameter (reC!) with built-in cross checking capability. A composite 

parameter versus frequency approach has been introduced for the extraction of resistance (r^- + ree<), and 

visualization of its frequency independence. It is demonstrated that the LFE technique is quite powerful in 

extracting all of the equivalent network parameters. It is believed that the proposed LFE method would 

provide the basis for a better understanding of the behavior of the intrinsic and extrinsic parameters of 

emerging high speed HBT's with /T-values extending beyond 100 GHz. 
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UNIK Centre for Technology, P.O.Box 70,2007, Kjeller, Norway 
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we report the high frequency performance of GaAs/AlGaAs multiple quantum well (MQW) based Asymmetric 

Fabry Perot (ASFP) reflection modulator. The measured frequency response bandwidth of the modulator was - 600 MHz at 

an applied voltage of only 5 V at a wavelength of - 854 nm. 

The Asymmetric Fabry Perot (ASFP) reflection modulators based on quantum confined stark effect1>2 (QCSE) 

with GaAs/AlGaAs multiple quantum well (MQW) system are considered promising candidates in the area of 

photonic switching, optical information processing and an interface device in an optical interconnect for high 

speed electronics3'4. Much work has been performed to study the optical contrast, reflectivity change, insertion 

loss, but little or no attention has been drawn for the high speed performance of ASFP modulators. In this letter, 

we present the results of the frequency response of the ASFP modulator. 

The modulator layer structure was grown by molecular beam epitaxy (MBE). It consists of 1 um n doped buffer 

layer grown on the n doped GaAs substrate, followed by a dielectric mirror design consisting of 20 periods of 

2.83 Ä n type AlAs and 25.44 A n type GaAs. Over this are 75 undoped multiple quantum wells (MQW) consist- 

ing of 96.11 A GaAs well between 59.38 A AlGaAs barriers. On top of this, is 250 A undoped AlGaAs buffer 

layer, followed by p doped 4556 A AlGaAs layer, and finally there are two cap layers of 10 A and 40 A p doped 

GaAs to complete the PIN diode structure. All AlGaAs layers in the structure contain 30% Al content. For n type 

doping, Si was used with doping concentration -1x10 cm , while Be was used for p type doping with doping 

concentration - 1 x 1018 cm"3. All AlGaAs layers in the structure contain 30% Al content. The buffer layer was 

used to separate the intrinsic region from any background doping diffusion. The semiconductor - air interface 

forms the front mirror, whose reflectivity is 0.31, while dielectric stacks grown on the n doped GaAs substrate 

forms the back mirror, whose reflectivity is 0.96. The structure is like an asymmetric Fabry Perot cavity, because * 
of unequal front and bottom mirror reflectivities. The device was prepared by etching mesas of 220 urn circular 

diameter, connected to a contact pad of 100 urn square. The calculated capacitance of the device was 4.8 pF, for 

1.16 urn thick MQW region with an area of 4.799 x 104 um2 of the device. 

The device was connected to the microstrip transmission line through the Au bonded wire (5 mm long). The 

reverse breakdown voltage of the device was 30V. The white light source was used to study the reflection spec- 

trum of the modulator. The light was coupled through 2x2 fiber coupler, and perpendicular incident onto the 

sample surface. The reverse dc bias (from 0 to -16 V) was applied perpendicular to the quantum well layers. To 

determine the driving voltage and working wavelength for the speed response measurements, results of the differ- 

entia! contrast (—) defined as the contrast difference between two voltages divided by the corresponding volt- 

age difference are presented in figure 1. The differential contrast peaks increases with the increase of reverse bias 

V = (V, + V2) /2 in the wavelength range from 852 to 862 nm (which is the most sensitive region), reaching a 

maximum value of -4.0 at 12 and 13V (i.e, cr(13, 12) in fig. 1) and then decreases at higher voltages (i.e., 

cr(14,10) in fig. 1) because the reflectivity increases (due to decreased absorption) once reaches a minimum value 

due to the QCSE1,2. It was noted that lower voltage difference (i.e, A V = V2 - V,) resulted higher sensitivity of 
the device. 

An AlGaAs laser diode was used for the frequency response measurements. The incident light was 11 mW and 

set at a wavelength of 854 nm. The reflected light was detected by a PIN diode receiver (HP83401A). The bias 

dependent modulation response at different modulation frequencies at a wavelength of 854 nm is shown in figure 

2. The voltage sensitivity of the device was maximum at an applied voltage of 5V at 854 nm. The modulator was 
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driven by an RF signal from the swept network analyser (HP 8702A). The RF signal was 10 dB and a reverse bias 
of 5V was superimposed through a bias Tee. For the integration of MQW modulators with VLSI circuits as opti- 

cal interconnects a significantly lower operating voltage is desirable (i.e, 5V or less). The frequency responses of 

the receiver, the cables, and the bias T were separately calibrated to enhance the accuracy of measurements. To 

determine the suitability of the device for the speed response measurements, the return loss of the device was first 

measured, without illumination of the light and plotted in Fig. 3. The frequency scan was from 300 KHz to 3 

GHz. The return loss of the device is insensitive (as expected) of the frequency. However, a small resonance of 

- 5 dB at 450 MHz, was observed in the return loss due to the mismatched impedance of the device and transmis- 

sion line. The frequency response of the modulator at an applied voltage of 5V at 854 nm is shown in figure 4. 

The frequency response of the modulator is almost flat upto 550 MHz and drops rapidly at higher frequencies. 

The measured 3 dB frequency response bandwidth of the modulator was 600 MHz. If the modulator is modelled 

as a simple RC series circuit in which the response is proportional to the voltage across the capacitor, then the 3 

dB frequency cutoff {fc «= 1 /2nKC= 650 MHz for 50 ohm) of the modulator is in excellent agreement with the 

measured frequency response. The measured frequency response is limited by the circuit consideration such as 

the capacitance of the device, which can be made very small by minimizing the device area, increasing the thick- 

ness of the intrinsic region and using a relatively thick polymide layer under the contact pad 5. Using these con- 

siderations, the speed of the device can be increased further, which is the object of our future research. 

In summary, we have demonstrated the fabrication, differential contrast, and frequency response of the ASFP 

modulator with GaAs/AlGaAs MQW system. The maximum differential contrast of the modulator was 4.0 at an 

applied voltage of 12.5 V at 862 nm. The frequency response of the modulator was 600 MHz at an applied voltage 

of only 5V a't 854 nm. The results are encouraging for the subsequent development of ASFP modulators for their 

high speed of response. 
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ABSTRACT 

Several models have been developed to evaluate the current-voltage characteristics of the 

resonant tunneling diode (RTD) . The current density predicted by both flat-band model and 

Thomas-Fermi approximation (or zero-current model) fails to reproduce the experimental re- 

sults. We believe that this disagreement is due to the assumption of perfect electron coherence 

in the tunneling theory. An adjusted Thomas-Fermi model which includes a series resistance at 

either of the contact layers has been tried out, but the result is still unsatisfactory. A hybrid 

quantum-classical approach is suggested to evaluate self-consistently the electron current. The 

method couples the quantum-tunneling current obtained by solving the Schrödinger equation in 

the tunneling region with the classical drift-diffusion current in the contact layers. The resulting 

current continuity equation is solved self-consistently with Poisson's equation. It shows that the 

hybrid quantum-classical model gives much more realistic I(V) curves than other models. 

1      Introduction 

The resonant tunneling diode (RTD) is a simple tunneling heterostructure device which has 

shown promising high frequency performance [1]. The dc I(V) characteristic of the RTD is 

among its most fundamental properties, and the details of the I(V) curve are quite sensitive to 

the device design. Two basic methods ( the Schrödinger equation and the Wigner function) have 

been used to evaluate the I(V) curve which has proved to be very difficult to predict theoretically 

[2]-[7]. The ultimate solution to this problem would be a complete quantum transport theory, 

but such a theory is not yet available. To assist in the design of tunneling diodes and transistors, 

it is desirable to develop a simple but efective semiquantum model. Several approaches based 

on the tunneling theory have been developed to evaluate the electron current of such devices. 

The current density according to the tunneling theory is expressed by integrating over the 
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Figure 1: Flat-Band model. 

emkT 
J = 

f°° dE m      1 
/     —-Tin   - 

JEo 2-Kh        \l 

l + exp[(E-Efl)/kT}\ 

27r2^3 JE0 2nh^ "* \1 + exp[(E - Efr)/kT]J 

where T is the transmission probability in terms of the probability current as a function of the 

longitudinal energy E and the bias voltage. Eji and Efr are the Fermi levels at the left and right 

boundaries, respectively. The transmission probability T depends on the potential distribution 

across the device. Several models of potential distribution are to be discussed in the following 

sections. 

2      Theoretic Models 

The simplest model is the flat-band model. The applied bias voltage is assumed to be dropped 

linearly across the well and the barriers (quantum region) as shown in Fig. 1. 

The second model is the Thomas-Fermi approximation ( or zero-current model) which is 

based on the self-consistent solution of the electrostatic potential and the carrier distribution at 

the two boundary regions. The carrier densities are evaluated within a local quasi-equilibrium 

approximation. The equations are Poisson's: 

- V • [e(x)V<t>{x)] = P(x) (2) 

and the local approximation for the net charge density p : 

p = eC£Nvf1/2[ß(Ev - e<f>) - Ef)} - Y,NcT1/2ß[Ef - (Ec - e<t>)] 

+E^(4>)-E^W)) 
D A 

(3) 
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Figure 2: Thomas-Fermi model. 

here <f> is the electrostatic potential, Ef is the local Fermi energy, and T is the Fermi integral of 

order 1/2. Ev and Ec are the band-edge energies which contain the heterojunction.band discon- 

tinuities, and Nv and Nc are the effective densities of states. Np and N~^ are the ionized donor 

and acceptor densities, respectively. Within the quantum region, it remains linear potential 

distribution as shown in Fig. 2. 

Unfortunately, the current-volt age curve predicted by the above tunneling calculations fails 

to reproduce the experimental results (as we will see some examples in the next section). This 

disagreement, we believe, is because the perfect electron coherence over the whole range of the 

device is assumed and all the dissipative processes are neglected in the calculations. 

An adjusted Thomas-Fermi model has been carried out to take into account the imperfect 

electron coherence (or limited range coherence), as shown in Fig. 3. A series resistance r is 

attached to one of the boundary regions. We assume that the quantum region is [a:j,a:r] which 

is considered the range of the electron coherence, instead of the whole range of the device as in 

the original Thomas-Fermi model. The boundary positions x\ and xr can be adjusted, so can 

the series resistance r. By adjusting x^xr and r, one can expect better result than the other 

two models, but the disageement is still significant, especially in the case of thick barriers. 

A hybrid quantum-classical model couples the quantum tunneling current obtained by (1) 

in the quantum region ( the range of the quantum region can be adjusted) with the classical 

drift-diffusion current in the two boundary regions. The resulting discretized current equation 

can be derived as follows. 

For the nondegenerate case, the tunneling current within the quantum region [a;/,a;r] can 
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Figure 3:   Illustration of the parameters used in the adjusted Thomas-Fermi model and the 

Hybrid Quantum-Classical model. 

be written as ( only consider electron current) : 

jt « ein/ - a2nT (4) 

Where n\ and nr are the electron densities at x\ and xr respectively, and 

f°° dE_^_^vt-E) (5) 
Jv0   27rf *T 

emkT   f™ dE  T c0(Vl_E) 
01    ~    2TT2h3 Jv0   2irhNd

6 

emkT  [°° ^E_JT_ ß{Vr_E) I 02 2TT
2
^

3
 JV0   2nhNc * 

(6) 

For the mesh points at the two boundaries, the drift-diffusion current between a;,- and a;,+1 

is (Si is the mesh spacing between Xi and a;j+i): 

where 

Ot+l 

ßi    = 

Ji+l/2 = (-«i+l^i'+l + ßini) 

Ci if K' = Vi+1 

Ci if Vi = Vi+1 

1 mSi + fii+1Si+1 

ß      Si + Si+i 

(7) 

(8) 
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Figure 4: Flat-Band and original Thomas-Fermi models at 300k. Solid line is the Thomas-Fermi 

model, and dashed line is the flat-band model. 

Therefore the matrix form of the continuity equation j,-_!/2 _ 3i+i/2 = 0 can be written as: 

1 0 0 

-ßl ai + ßi — OL2 

-ßl-1 OL\ — a\            0,2 

«1           ßr+1 - a2 -OV+1 

n0 " 1 " 

n\ 0 

ni 

nr 
= 

0 

0 

np 0 

. nP+l 1 _ 

(9) 

—ßP     
a

P + ßp   ~ap+i 

0 0 1 

Then the above discretized current continuity equation(9) is solved self-consistently with Pois- 

son's equation (2). 

3      Results and Conclusion 

One example is given in Fig. 4 and Fig. 5 calculated by the above models (well width = 37A, 

barrier thickness = 43^4, mole factor = 0.244, undoped layer thickness = 150A, the experimental 

data is from [9]). The results obtained from the Flat-Band and the original Thomas-Fermi 

models are illustrated in Fig. 4. Fig. 5 gives the results of the adjusted Thomas-Fermi and 

Hybrid quantum-classical models. It is obvious that the hybrid quantum-classical model gives 

the best matching result. The remaining valley current disagreement suggests better predictions 

will require a more accurate model, which can take into full account the incoherent processes. 
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Figure 5: Adjusted Thomas-Fermi Model and Hybrid Quantum-Classical model compared with 

experimental results. Solid line is the adjusted Thomas-Fermi Model at 300K (d = 11A, r = 

4.5 X 10_6fkm2, r is choosen such that the simulation matches the turn-on characteristics 

obtained from the experimental result), dashed line is the Hybrid Quantum-Classical model 

(d = 44A, n = 10cm?/(V sec)) at 300K, long-dashed line is the experimental result at 300K, and 

dotted line is the experimental result at 77K. 

One also notices that the adjusted Thomas-Fermi model gives better result than the orginal 

model. 

We have observed that the I(V) curve obtained by this hybrid model is sensitive to the 

values of mobility (i, quantum region range x\ and xr. With smaller mobility, peak and valley 

current densities are smaller and the peak and valley voltages are also smaller. Generally, as d 

increases, the peak and valley voltages move to the left, i.e. smaller values, but the peak and 

current densities can be either larger or smaller, depending on detailed quantum structures. 

In conclusion, the calculation from the hybrid quantum-classical model matches best with 

experimental result out of the three models based on the tunneling theory. However, there are 

still some problems remaining (such as the low mobility used in the calculation) which need 

further research work. 
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ABSTRACT 

We report calculations of transition energies as a function of applied electric field for 

different combinations of GaP and AIP thicknesses. Most of the calculated red shifted 

transition energies fall within the orange/yellow region of the visible spectrum. These results 

may prove to be useful in designing Stark shift electrooptic devices operating in visible 

wavelengths. 

INTRODUCTION 

Electric fields applied perpendicular to quantum wells may be observed to shift the 

associated electron transition energies and optical absorption edges (the quantum confined 

Stark effect or QCSE). The QCSE has been studied extensively for Type I, III-V compound 

semiconductor systems [1], in which electron and hole quantum wells are formed in the same 

layer. This effect has also been exploited in Type II (electron and hole quantum wells are 
formed in adjacent layers) strained Sii-xGex/Si heterostructures for electrooptic device 

applications [2]-[3]. The GaP/AlP material system, which also has Type II band alignment, 
may be more suitable than the strained Sii-xGex/Si system for this particular application since 

it is almost lattice matched. In addition to having the characteristic advantage of Type II 

heterostructures, namely large transition shifts under modest electric fields, it offers a potential 

application in the visible wavelength region, as is shown in this work. This material system has 

another interesting feature: it is almost lattice matched with Si [Fig. 1]. 

Many of the investigations discussed in the literature dealing with the optical properties 

of GaP/AlP heterostructures were based on the quasi-direct band gap created by Brillouin zone- 

folding in short period superlattices (SLs) [4]-[7]. This effect has been observed for periodic 
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multilayer structures in which each period is only a few monolayers thick. Such superlattices 

exhibit a considerable amount of overlap of quantum well wavefunctions so that bands of 

energy are formed. Interestingly, in this work, we show that the large Stark shift in GaP/AlP 

multiple quantum wells (MQWs) can be observed for relatively thick layers (>50Ä) with 

negligible overlap of wavefunctions between quantum wells. 

In this work, we report calculations of transition energies as a function of GaP and AIP 

layer thickness, and applied electric field for GaP/AlP MQWs grown on GaP substrates. Most 

of the calculated red shifted transition energies fall within the orange/yellow region of the 

visible spectrum. These results should be useful in designing GaP/AlP Stark shift electrooptic 

devices operating in visible wavelengths. From the calculation of the square of the overlap 

integral, we also show that the transition probability decreases with the applied electric field. 

We believe these calculations are the first reported of their kind for non-zone-folded transitions. 

MODELS/RESULTS 

Figure 2 illustrates the QCSE in the GaP/AlP system, where Ei and HHi are the 

energies of the minimum bound electron and hole levels in the quantum well, respectively, and 

L is the width of the quantum well. The band alignment of these structures is Type II [8]. 

Under an applied electric field, the bands become tilted and the transition energies shift 

accordingly. For a Type H band alignment under applied electric field £ , the transition energy 

from the conduction band to the heavy hole valence band is lowered by AEi+AHHre£L near 

one wall of the well and raised near the opposite wall of the well by AEi+AHHi4e£L. In these 

structures, the transition is indirect in real-space because the electrons and holes are spatially 

separated, and indirect also in k-space because the conduction band minima is at the X point 
while the valence band maxima is at the T point [5]. Transitions occur due to the overlap of the 

wavefunction at the interfaces. The presence of a sharp interface breaks the translational 

symmetry, allowing different k values to be mixed at the heterointerface. Though these effects 

have not yet been experimentally verified for GaP/AlP systems, these mechanisms are believed 

to be responsible for radiative recombination in Type II AlGaAs/GaAs [9] and in Sii-xGex/Si 

MQW structures [3]. 

The band offset value was taken from the recently reported capacitance-voltage (C-V) 

measurements [8]- In Figure 3, the variation of minimum transition energies from the bound 

electron to the bound heavy hole states are shown as a function of applied electric field for 
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different well/barrier thicknesses. The bound energy states were calculated using the Envelope 

Function method [10], neglecting the intervalley interaction. Similarity of conduction and 

valence band structures of GaP and AIP justifies the use of this simple but useful method. 

Using this method the following is solved 

CO« 

with 

[q{LA + LB)] = co.{kALA)co.{kBLB) - i(£^ + ^).*(^ W^*>      <*> 

(2) 
(E-V,) = A,B 

where L is the layer thickness, m* is the effective mass, Vi is the band edge, and the subscripts 

A and B denote the different layers of the superlattice. The value E represents the bound state 

energy of the quantum wells. For these calculations the discrete energy levels are obtained in 

the limit for "thick" superlattices. Table I lists the fundamental parameter values used in the 

calculations [11]. 

Table I. List of fundamental parameter values used in the calculations. 

GaP AIP 

Electron effective mass m^/mo 6.9 3.67 

Heavy hole effective mass mh*/mo 0.419 0.513 

Lattice constant a<j (Ä) 5.45 5.45 

Valence band offset 0.41 eV 

Note the red shift in transition energies under an applied electric field and that most of 

the red shifted transition energies fall within the orange/yellow region of the visible spectrum. 

The shift of minimum bound state energies (AEi and AHHD under an electric field was 

calculated using the variational method of Bastard et al. [12] In these calculations of the shift in 

bound state energies, each quantum well of the MQW structure was treated independently of 

other quantum wells. The quantum wells are sufficiently separated so that negligible 

wavefunction overlap occurs between neighboring quantum wells. Though the change in 
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transition energy shift equals AEi+AHHi±e£L, the last term (which represents the potential 

drop between the center of two adjacent layers) prevails and that leads to large transition shifts. 

Figure 3 demonstrates that under the same electric field, a larger transition energy shift should 

occur for thicker layers. Since the oscillator strength or the optical transition probability of the 

band-to-band transition is proportional to the square of the overlap integral between the carriers 

envelope functions, we have calculated (Fig. 4) the square of the overlap integral between the 

lowest electrons and heavy holes states as a function of electric field for different GaP/AlP 

MQWs. These indicate the rapid decrease of the transition probability with electric field, 

particularly with wider wells and barriers. We see that there is high absorption at zero electric 

field and low absorption at high electric field. The loss of interband absorption is the result of 

the decreased overlap of electron and heavy hole wavefunctions at the heterointerface. It may 

be mentioned here that in Type I band aligned case, a high electric field need to be applied to 

increase the Stark shift. That may result in the problem of excess leakage current. These results 

indicate that GaP/AlP MQWs may have potential application in light modulation by electric 

field. We believe that these simple calculations demonstrate the concept that GaP/AlP MQW 

structures may be good candidates for Stark shift electrooptic device applications operating in 

visible wavelengths. However, more rigorous calculations should incorporate the physics of 

excitons. 

CONCLUSION 

In summary, the results of transition energy calculations for the lattice-matched 

GaP/AlP system are reported. Large transition energy shifts, even under modest electric fields, 

suggest the possibility of designing optimum GaP/AlP MQW structures for present day 

optoelectronic devices such as electrooptical modulators. We believe that these results should 

be useful for designing GaP/AlP MQW optoelectronic devices exploiting the QCSE at the 

visible wavelengths. 
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Figure 1: Energy band diagram illustrating the QCSE in equally thick GaP/AlP MQWs. 
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ABSTRACT 

The feasibility and potential of laser sources based on intersubband transitions in 
quantum wells and strained layers will be presented. The basic schemes and proposed structures 
for both electrically and optically pumped devices are discussed. Both conduction band and 
valence band quantum wells as well as strained layers may be used as the active layer of these 
lasers. These sources can be either optically or electrically pumped with each having its own 
advantages. Various material systems which are appropriate for these applications will be 
described. 

I. INTRODUCTION 

Recent advances in crystal growth techniques such as MBE, CBE, and MOCVD have 
enabled us to grow thin layers of semiconductor materials on top of bulk materials. Depending 
on the thickness and the material properties of the grown layers, one can realize either a bulk like 
or a quantum well layer. If the thickness of the grown layer is less than the de Broglie 
wavelength and the energy gap of the layer is different from the surrounding layers, a quantum 
well can be realized in which quantum size effects become easily observable. When the carriers 
are confined in the valence band of the layer, the well is referred to as "valence band quantum 
well" while when the carriers are confined in the conduction band of the layer the well is referred 
to as "conduction band quantum well." The confinement of carriers in one direction and the lack 
of confinement in the other two directions in the structure lead to the formation of subbands of 
bound states. The energy separation of subbands is inversely proportional to the square of the 
well width. In the strained system, the lattice constant of the grown layer does not match the 
lattice constant of the substrate which leads to lifting the degeneracy of the of light- (LH) and 
heavy-hole (HH) subbands at the Brillouin zone center. If the strain is compressive, i.e., the 
lattice constant of the epilayer is larger than that of the substrate, the induced non-degeneracy 
gives rise to a smaller energy difference between the HH subband and the conduction band 
compared to the LH subband to conduction band energy separation. If, however, the strain is 
tensile, i.e., the lattice constant of the epilayer is smaller than that of the substrate, the non- 
degeneracy leads to a closer LH subband to the conduction band. The energy difference between 
the top of the LH and HH subbands is proportional to the strain in the system. Energy separation 
between subbands in both quantum well and strained layers therefore can be designed properly to 
be in the THz range (10-20 meV) making these layers a suitable material system for detectors, 
modulators, and lasers in this range of frequency. 

* This work is supported by  the NASA Center for Space Terahertz Technology under contract No. 
NAGW-1334 and the Army Research Office the URI program under contract No. DAAL03-92-G-0109. 
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n. PROPOSED STRUCTURES 

1) Intersubband Conduction Band Quantum Well Lasers 

Recently, several research groups [see e.g. 1-14] have reported studies on intersubband 
transitions in quantum wells with applications such as infrared lasers, light modulators 
(switches), and detectors. Strong optical absorption [8] and spontaneous emission [9] due to 
intersubband transitions have been observed experimentally. Although these observations are 
encouraging, in order to realize intersubband lasers, enough photon gain should be achieved to 
compensate all the photon losses in the quantum well. The gain in a laser system is directly 
proportional to the population inversion in the active layer. To achieve population inversion in 
the quantum well, both optical and electrical pumping schemes have been suggested [1-7]. 
Figure la shows the band diagram of the simplest electrically pumped intersubband laser 
suggested by Mehdi et al.[\] and Loehr et al [2]. Carriers are injected from the left contact and 
by tunneling through the left barrier, reach to subband 2 and radiatively relax to subband 1 and 
finally, after tunneling through the right barrier, they are collected by the right contact. Another 
proposed electrically pumped intersubband laser is shown in Figure lb. To improve population 
inversion in the quantum well (the active layer of the laser), resonant tunneling filters have been 
utilized in the structure to selectively inject carriers into subband 2 and remove carriers from 
subband 1 [4,5]. 

The major problems associated with the electrically pumped laser schemes is that the 
confinement factor in the system, which accounts for the reduction in gain that occurs because of 
the spreading of the optical energy beyond the active layer, is very low. The net gain therefore is 
too small which makes the laser action very difficult. This factor can be improved by utilizing 
the optically pumped laser scheme where one period of its active layer is shown in Figure 2. The 
structure may utilize 10-20 periods of the well shown in the figure to enhance the confinement 
factor about a factor of 100-400. The proposed scheme uses a heavily n-doped layer to provide 
carriers in subband 1 where a pumping laser excites carriers from the subband into subband 4. 
After relaxing to subband 3, these hot electrons radiatively relax to subband 2, and finally return 
to subband 1 and the carrier cycle completes. 

In conduction band quantum wells, the symmetry of the subbands is the same. Therefore, 
the tunneling and relaxation rates in the well only depend on the relative energy difference of the 
subbands. Population inversion, which is a crucial requirement for laser action, may be created 
when the injection and removal rate of the carriers from the subbands are not identical. 
Therefore, inverting the population of two different subbands in these wells is rather difficult. 

2) Intersubband Valence Band Quantum Well Lasers 

Instead of using conduction band quantum wells, one can use valence band quantum 
wells in similar structures. In these structures, the tunneling and relaxation rates of the hole from 
one subband to the other is not only dependent on the energy difference of the two subbands, but 
it also depends on the symmetry of the subbands. This additional feature of the subbands in 
valence band quantum wells, makes them an excellent choice for inter-subband quantum well 
lasers. The origins of different transition rates of the hole from different subbands are briefly 
expressed in the following: 

a. The tunneling rate is a function of the carrier mass in the growth direction. The 
different masses of the holes in the growth direction, therefore give rise to different 
tunneling rates for light and heavy holes. 

b. Under the application of a strong magnetic field parallel to the interface, the motion 
of holes passing through the barrier is altered [14]. This can be considered as a 
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decrease of the kinetic energy in the tunneling direction or an effective increase of the 
tunneling barrier. The additional voltage needed, to obtain the same tunneling rate as 
in the case of zero magnetic field, is inversely proportional to the effective mass of 
the hole in the growth direction. 

c. In strained systems, the barrier seen by the light hole is different from the barrier seen 
by the heavy hole due to the induced non-degeneracy in the system. Since the 
tunneling rate decreases exponentially as the barrier increases, the tunneling rate 
would have different values for the heavy-hole and light-hole. 

d. Depending on the symmetry, namely, LH or HH, of the subband, the tunneling rate 
of the carriers may be different. This provides another feature which can be utilized in 
designing systems to obtain a better population inversion. The non-radiative 
relaxation rate between two subbands in the same well also might be reduced if the 
subbands have different symmetry. 

Any of a-d or some combinations thereof may be exploited in designing structures for 
intersubband lasers where achieving the population inversion between the two subbands involved 
in the radiation is a vital requirement. The conclusion reached from the above argument suggests 
that the threshold of the input power (or carrier density) for lasing should be lower in properly 
designed valence band quantum wells compared to a similar structure but based on conduction 
band quantum wells. Despite the aforementioned potential of the valence band quantum well, it 
has not been studied as extensively as conduction band quantum wells. White et. al. [15] have 
observed population inversion with a ratio of 300/1 between LH1 and HH1 in a p-i-n structure. 
The energy separation between the two subbands is 21 meV which is less than the LO phonon 
energy. Since the population inversion has been achieved in this simple quantum well, one can 
consider a simple quantum well, similar to the one shown in Figure la, as a potential structure 
for THz sources. 

Figure 3 shows an electrically pumped laser scheme proposed by our group. The structure 
is the valence band quantum well version of the scheme shown in Figure lb. In this structure, the 
transition between subband 3 and subband 1, as well as the transition between subband 2 and 
subband 0 are undesired and detrimental to the population inversion between subband 2 and 
subband 1. In the electron version, we do not have much control over reducing these rates except 
for adjusting the energies of the subbands. In the hole version of the proposed scheme, however, 
one can make use of the properties mentioned before to reduce these rates more. Figure 3 is an 
example of a design where due to the different symmetry between subband 3 (HH band 
symmetry) and subband 1 (LH band symmetry), the transition rate between these two subbands 
is reduced. The same argument holds for the transition from subband 2 (HH band symmetry) to 
subband 0 (LH band symmetry). In addition, the lighter effective mass of the carrier in subband 1 
provides a higher tunneling rate for holes in this subband. This further improves the population 
inversion between subband 2 and subband 1. 

Optically pumped laser schemes can take advantage of the relaxation properties of the 
holes in quantum wells. Figure 4 shows a valence band quantum well version of the optically 
pumped laser structure discussed earlier (see Figure 2). To invert the populations of subband 3 
and subband 2, the non-radiative relaxation of holes from subband 4 to 2 as well as from 
subbands 3 to 1 should be as slow as possible while the non-radiative relaxation of holes from 
subband 4 to subband 3, as well as from subband 2 to subband 1 should be as fast as possible. A 
desired symmetry for the subbands of the laser is shown in the figure where unwanted relaxation 
corresponds to different symmetry transitions while desired relaxation occurs between the 
subbands with the same symmetry. 

In all these proposed structures, in order to have coherent light, we would like to retain 
carriers in the higher energy subband as long as possible and let photons stimulate their radiation 
coherently. In addition, to maintain population inversion in the structure, the carriers in the lower 
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energy subband should be emptied out as soon as possible. Consequently, relaxation times 
between different subbands in a quantum well, as well as tunneling rates between different 
subbands in adjacent quantum wells are the key factors in determining the achievable population 
inversion due to a certain current density or pumping rate in an intersubband quantum well laser. 
Several studies have previously been devoted to intersubband or interwell scattering [see e.g. 16, 
17]. These studies mostly have addressed the case of simple quantum wells and transition from 
subband 2 to subband 1. 

In order to enhance the confinement factor of the laser, the use of optically pumped 
structures was suggested earlier. Although, a considerable improvement may be obtained, 
however, the factor is still far below unity in the frequency range of interest. 

3) Bulk Strained Lasers 

As has been mentioned earlier, the energy separation between LH and HH subbands in a 
strained layer is proportional to the amount of strain in the layer. By adjusting the strain, one can 
design the desired energy separation of the subbands. Depending on the strain, hoewever, the 
thickness of the strained layer may not exceed a certain thickness called critical thickness for the 
pseudomorphic or coherent layer, i.e., a layer without any dislocations. The critical thickness is 
inversely proportional to the strain on the system. For the energy separations that lead to THz 
radiation (around 10 to 20 meV), this thickness is more than 100 nm which can be a great 
advantage for THz lasers based on these systems as will be discussed later. Figure 5 shows the 
critical thickness for InGaAs alloys as a function of the frequency which can be radiated due to 
the transition of the hole from one subband to the other. 

The far-infrared (FIR) amplification of the electromagnetic waves due to direct transition 
of the hot holes in strong electric and magnetic field (larger than 1 kV/cm and 1 T, respectively, 
induced by a voltage greater than a few kilovolts and a few Amperes) has been under 
investigation [see e.g. 18, 19]. The observed stimulated emission covers a broad wavelength 
range 80-210 mm with a line width of about 20 1/cmand with pulse emitted power up to 10W. 
The FIR radiation from uniaxially stressed p-type Ge in the absence of a magnetic field and at 
lower electric fields also has been observed [see e.g. 20, 21]. The uniaxial strain in the Ge layer 
split the degenerate valence band edge at the Brillouin zone center into two subbands separated 
by the energy A. In the measured structure which is a bar of the semiconductor, at zero electric 
field essentially all of the holes occupy the lower energy band with small effective mass in the 
stress direction. When an electric field is applied to the sample, the light holes heated by the field 
are transferred to the upper band with larger effective mass and higher density of states. The 
direct optical transitions may take place only due to the holes with energies above the band-split 
energy A. 

Instead of using external uniaxial strain, one can use biaxial strained layers which are 
grown on a lattice mismatched substrate. An electrically pumped p-i-p laser structure based on 
strained bulk systems proposed by our group is shown in Figure 6. The active layer, which is 
intrinsic, is under tensile strain. When an electric field is applied to the system, the top of the 
emitter valence band is aligned to the top of the active layer HH band while the top of the 
collector valence band is aligned to the top of the active layer LH band. The applied field moves 
holes from the emitter valence band to the active layer HH band where holes radiatively relax to 
the active layer LH band. Holes are then collected by the collector layers. If the structure is 
designed for the light radiation with the photon frequency of 4 THz (-16 meV energy 
separation), the thickness of the active layer may be as high as 200 nm as can be extracted from 
Figure 5. Therefore, in these structures the confinement factor of the laser gain can be improved 
by a factor about 40 compared to that of the quantum well system. 
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An optically pumped laser which is based on strained bulk layers is shown in Figure 7. 
The active layer is under tensile strain and is p-doped. A laser pump is used to excite electrons 
from split-off band to LH band. Hot electrons in this band radiatively relax to HH band which 
create photons at a THz frequency. The relaxed holes to HH band then relax back to split-off 
band and complete the circle. The relaxation time between LH band and HH band will be long, if 
the energy separation between the HH band and the LH band at k = 0 (where k is the wave 
number) is less than LO phonon energy. However, the energy separation between the split-off 
band with the LH and HH bands are more than LO phonon energy leading to shorter transition 
rates between these bands. 

HI. MATERIAL SYSTEM 

The choice of materials in none of the proposed structures is restricted to direct band gap 
semiconductors and indirect band gap materials, like Ge and Si, also can be utilized in the laser 
structure. Therefore, these system have the potential to be integrated eventually with other 
semiconductor devices in silicon based integrated circuits. 

IV. SUMMARY 

The potential application of the transition between subbands in both conduction band and 
valence band quantum wells as well as the transition between HH and LH subbands in strained 
layers for THz sources was discussed. Both electrically and optically pumped lasers based on 
quantum well and strained systems were proposed. The optically pumped schemes offer a larger 
confinement factor compared to electrically pumped structures in the same system. At present 
time, the strained system seems to be the most promising system in both electrically and 
optically pumped lasers among the proposed structures. The confinement factor in the optically 
pumped laser based on strained layers can be as high as 1. In addition, the factor is higher in the 
proposed electrically pumped scheme compared to similar structures based on quantum wells. 
The choice of materials in these structures is not limited only to the direct band gap 
semiconductors and indirect band gap semiconductors such as Si and Ge may be used in the 
active layer of these systems. To asses the performance and characteristics of the proposed 
structures further study is being carried out both theoretically and experimentally. 
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OBSERVATION OF NOVEL CONDUCTANCE STRUCTURE IN 

GaAs/G^Al^As RESONANT TUNNELING HETEROSTRUCTURES 

M R Deshpande(1), N.H.Dekker(1), J.W.Sleight(1), J.L.Huber(1), E.S.Hornbeck(1), M.A.Reed(1), 
R.J.Matyi(2), Y.C.Kao(3), C J.L.Fernando(4), W.R.Frensley(4) 

^Yale University 
(^University of Wisconsin at Madison 

(3)Texas Instruments 
(^University of Texas, Dallas 

ABSTRACT 

A novel pre-resonant conductance structure is observed in single and double well 
GaAs/Ga AL As resonant tunneling heterostructures. This structure is attributed to single 
electron tunneling through donor bound states in the quantum well as they cross the Fermi 
level. Peaks in conductance are observed in devices as large as (64ix) . We observe for the first 
time donor binding energies in quantum wells as large as 35 meV, which is probably due to the 
formation of a donor complex. An impressive impurity tunneling conductance structure is ob- 
served in double quantum well structures with conductance peak heights varying over 3 orders 
of magnitude. Conductance peaks are observed before and after the main resonant current peak 
which are attributed to tunneling of electrons through impurities in one quantum well and the 
quantum state in the other well. 

INTRODUCTION 
The subject of vertical transport through confined heterostructures is of great inter- 

est in view of the continuous trend towards miniaturized devices [1,2]. Quantum well devices 
are being used in applications such as oscillators, switching devices, quantum well transistors, 
multistate memory and analog - digital converters [3]. Recently additional structure is observed 
in the conductance - voltage characteristics of sub-micron quantum well structures which is at- 
tributed to tunneling through donor bound states in the quantum well [4,5]. We observe similar 
structure in large mesa size {(2\i)2 to (64|x)2} single and double quantum well heterostructures. 

The structures under study have an undoped active region, bounded by 150 A of 
undoped GaAs spacer layers separating the Si doped n+ GaAs emitter and collector regions. 
The single well structures have a 44 A quantum well and Ga027Al073As symmetric barriers of 
thicknesses 118 A, 85 A and 65 A for devices 2013, 2014 and 2015 respectively. The double 
well structure (device 1850) has an active region consisting of two quantum wells of width 50 
A and 80 A separated by an Al As barrier of width 15 A, and bounded by 40 A Al As barriers 
on either sides. 
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Results and Discussion 
Figure 1 shows the current and conductance vs bias voltage for the single quantum 

well device 2014. The current peaks are due to resonant tunneling through the quasi bound 
quantum well state. The conductance plot on the expanded logarithmic scale shows peaks in 
conductance prior to the resonant current peak. These peaks in conductance are randomly dis- 
tributed in voltage. For a given epitaxial structure the number of peaks increases with area but 
the peak height (AG) is approximately the same. The peak height (A 
epitaxial structures and is smaller for devices with thicker barriers. 

We propose that these peaks in conductance are due to single electron tunneling 
through donor bound states in the quantum well [4]. Assuming an unintentional impurity con- 
centration of 1014cm"3 we estimate approximately two donor impurities in the quantum well for 
the 2 micron device. Calculation for donor atoms in a quantum well predict binding energies of 
15 meV for centrally placed donors for these sample structures [6] 

When these donor states cross the Fermi level single electrons from the emitter can 
resonantly tunnel through these states. This results in a sudden increase in current which shows 
as a step in I(V) and as a peak in the conductance. The current step is determined by - 

AI = e/x e : electronic charge 
1 : life time of the donor state 

Impurities centrally located in the quantum well have higher binding energies than 
the impurities at the edge. Impurities are randomly distributed in the well and hence we see con- 
ductance peaks randomly distributed in voltage. With an increase in bias voltage the number of 
electrons that can tunnel through the impurity state increase. But these channels of conduction 
become saturated with single electron tunneling and hence we do not observe a further increase 
in current through this channel unless the lifetime of the state changes. 

The lifetime of a donor state in the quantum well is larger in a device with a thicker 
barrier. Experimentally we observe the conductance peak heights (AG) in device 2014 (85 A 
barrier) to be smaller by approximately a factor of 10 than the conductance peak heights in de- 
vice 2015 (65 A barrier). This is in agreement with the model indicating that the height of the 
current step (and the corresponding conductance peak ) is inversely related to the lifetime of the 
donor state. We do not observe conductance peaks in device 2013(118A barrier) possibly be- 
cause of current steps being below the measurement threshold. 

For donor impurities physically located nearer to one barrier in the quantum well 
the "leakage " of the donor state wave function through the barriers is more for the bias direc- 
tion when the near barrier is favorably biased. Thus the donor states have different lifetimes for 
different bias directions. This possibly explains the difference in conductance peak heights for 
different bias directions as observed in Fig. 2 for peaks 3 and 4. Notice that the first two peaks 
are symmetric implying that they are due to centrally located donors. 

Calculations for donor atoms in quantum wells indicate donor binding energies of 
approximately 15 meV for the devices under study. A spectroscopic study with a numerical cal- 
culation using Thomas-Fermi approximation indicates that at a bias of approximately 0.15 V 
the quantum well state is approximately 14 meV above the Fermi level [7]. This suggests that 
the conductance peaks observed at 0.15 V are due to tunneling through donor states with bind- 
ing energies of approximately 14 meV [Fig.3]. We also observe peaks at 0.1 V. Energy band 
calculation at 0.1 V show the quantum well state 35 meV above the Fermi level. This indicates 
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that we observe tunneling through donor states with binding energies of approximately 35 meV. 
These high binding energies are possibly due to an impurity complex formed in the quantum 
well. 

The double quantum well device 1850 shows an impressive structure in conduc- 
tance due to impurity tunneling. Fig 4 shows the current for positive bias voltage on a logarith- 
mic scale. The peak in current at 0.17 V is due to resonant tunneling through the n=l quantum 
well state of the far well. The peak at 0.67 V is due to an overlap of resonant tunneling through 
the n=l state in the near well and n=2 state in the far well. The new step like structure in current 
at approximately 0.3V may be due to tunneling through impurity states in both the quantum 
wells. 

Fig 5 shows the current and conductance for negative bias. The main current peak is 
very sharp, due to perfect overlap of resonant tunneling through the n=l states of both the wells. 
The conductance plotted on a logarithmic scale shows a variation in peak heights over three or- 
ders of magnitude. Fig 6 shows the energy band diagrams obtained from the spectroscopic 
study of this device at various bias positions. It indicates that the low bias structure (-0.15 to 
-0.21) is due to tunneling through donor states in the far well as they cross the Fermi level. At a 
higher bias (-0.22 to -0.28) when the impurities in the far well align with the quantum state in 
the near well their lifetime decreases suddenly, resulting in another current step with a higher 
magnitude. 

We also observe structure very near the current peak (which is probably due to tun- 
neling through impurities in both wells), and after the main resonance. The post resonance 
structure may be due to a combination of two mechanisms. The lower bias structure near -0.5 V 
is possibly tunneling through impurities in the near well and the quantum state in the far well. 
The higher bias structure near -0.6 V is possibly due to tunneling through impurity states bound 
to the n=2 quantum state in the near well. 

Conclusions 
Conductance structure is observed in large area {(64 \i) } resonant tunneling de- 

vices attributed to single electron tunneling through donor bound states in the quantum well. 
We observe for the first time donor binding energies of 35 meV, in addition to the normal 
binding energies of 14 meV. We observe an impressive conductance structure in the double 
well devices with peak heights varying over three orders of magnitude. In devices with doped 
quantum wells tunneling through donor states will be a dominant factor. Impurity tunneling 
will contribute to noise in resonant tunneling devices. 
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A Coupled Mode Theory for Electron Wave 
Directional Couplers 

Andrew M. Sarangan, Wei-Ping Huang 
Department of Electrical and Computer Engineering 

University of Waterloo 
Waterloo, Canada 

Abstract 

In this paper, a coupled mode theory for electron wave directional couplers is 
presented. The theory includes the dephasing effect on electrons due to temporally 
random phase destroying collisions. Using this scheme, the switching characteristics 
of the electron wave directional coupler is studied. 

The rapid progress in semiconductor fabrication technology over the last few years 
has resulted in significant improvements in material characteristics and lithography. As 
a result, it has become possible to fabricate extremely small devices in the nanometer di- 
mensions using very high mobility materials. In this regime of small dimensions and high 
mobilities, electrons begin to behave as waves, an entirely new physical phenomenon de- 
scribed by quantum physics. If suitably utilized, this feature can result in novel, efficient 
and fast electronic switches [1]. One such device that has been proposed and studied is 
the electron wave directional coupler switch [2, 3, 4]. This is the electronic analogy of the 
optical directional coupler. In this paper, a coupled mode theory for the analysis of this 
directional coupler device is presented [5]. In particular, the random dephasing effect has 
been taken into account in this model by including all phase destroying collisions into a 
single lumped parameter. 

Figure 1 shows the top view of the proposed electron wave directional coupler device. 
It consists of two parallel quantum wires fabricated on a two-dimensional electron gas 
(2DEG). The 2DEG is created at the GaAs/AlGaAs hetero-junction interface of the 
semiconductor crystal. The quantum wires are defined by depositing patterned metal 
gates on the surface of the crystal and by applying a negative voltage to them, so that the 
electrons under the gates become depleted. This is shown on figure 2. Current is injected 
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from one of the two inputs (Source 1 or Source 2) while the other input is grounded, 
and the outputs are taken from the drains (Drain 1 and Drain 2). The coupling between 
the two quantum wires causes an interference between the electron wavefunctions. This 
makes the electrons to switch back and forth between the two quantum wires in an 
oscillatory fashion along the length of the device producing a switching action. The 
strength of the coupling, and consequently the switched current, can be controlled by the 
potential barrier Vgz between the two wires. The conduction band model of this device 

is shown on figure 3. 

The z direction will be taken to be along the length of the device (direction of prop- 
agation), and the x direction will be taken to be along the width of the device (direction 
of confinement). If the ground state wave functions in the individual quantum wires are 
represented as ^l (x) and 02 (z), then the wavefunction of the coupled system can be 
expressed as a linear superposition of these wavefunctions, such as 

2 

i/>(x) = J2ai(z)i>j(x)- 
3 

The effective mass Schrödinger wave equation that governs the motion of electrons in a 
two-dimensional system is 

' 2 dx \m*dx       dz \ m* dz 
1> = {E-Ec{x))x(>. 

By substituting r/> (x) into this wave equation, the following set of coupled equations can 
be derived: 

dz2 

where X is the overlap matrix and M is the coupling matrix [5].   Further, M can be 
shown to be hermitian, which makes the solution of this equation easier to obtain. 

X^? = Ma(z), 

There are well established techniques for solving this system of equations [6]. When 
solved, the amplitudes of the mutually orthogonal states of the coupled system, W\ (z) 
and W2 (z) can be obtained. The switching action in the device can be explained as due to 
the interference pattern between these two orthogonal states. However, due to temporally 
random dephasing collisions with phonons and other electrons, this interference pattern 
will not be persistent for indefinite z distances. In fact, the interference effect can be 
shown to decay with a characteristic mean coherence length of Lc. This Lc is a quantity 
that includes all the different phase destroying collisions in the material as a single lumped 

parameter. 
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From the quantum mechanical expression for electron current 

J = 2^ {r^ " *Vr)' 

the current density in the device can be expressed as 

2 

J = X! ^'i (z) ^ (x) ^i (x) 
ij 

where J,j (2:) is the current density matrix element. Further, Jij (z) can be split into 

Jii (z) = Jff + Ji (z). 

J(f contains the term \Wn {z)\2 and jl (z) contains Wn (z) W^ (z). Therefore, J^f can 
be thought of as representing the magnitude of the current density matrix element, and 
Jjj (z) as representing its spatially dependent interference term. The dephasing effect can 
now be introduced into the interference term Jf- (z) as an exponentially decaying factor, 

such as 

The implication of this statement is that, after a distance equal to many times the mean 
coherence length Lc, the interference effects in the device will completely cancel out due 
to these phase destroying collisions. This is apparent from the fact that J- —> 0 as z 
gets large. Therefore, to observe the switching effect, it is desirable to have the device 
dimensions within the same order of magnitude as the mean coherence length Lc. 

As an example, applying this model to the quantum directional coupler switch shown 
on figure 1 consisting of two 60nm quantum wires separated by ä distance of lOOnm each 
with a confining potential of lmV, the current density distribution in the device will be 
as shown on figures 4 and 5. The energy of the incoming electrons was assumed to be 
lmeV. As clearly seen from figure 5, the effect of the shorter dephasing length is a heavily 
damped interference pattern that degrades the switching performance. Figures 6 and 7 
show the total current in each quantum wire as a function of the longitudinal distance 
z for Va = 0 and Va = 0.33mV, where Va is a modulation voltage superimposed on the 
lmV gate voltage, such that Vg3 = lmV — Va. It can be seen that, switching action can 
be realized with Va = 0.33mV (or for a barrier voltage of about 0.66mV) for a device 
length of about 4.8/im. On figure 8, the I-V characteristics of this device is shown. As 
expected, the shorter dephasing length results in a smaller, or damped, switching effect. 

In conclusion, a coupled mode theory for electron wave directional couplers has been 
developed. This model takes the dephasing effect on electrons into account by lumping 
all the phase breaking collisions in the material into a single mean coherence length Lc. 
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Figure 1: Top view of the quantum directional coupler [2]. 
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Figure 4:   A three dimensional plot of the current density distribution in the lateral 
quantum directional coupler with Lc = 20/mi and Va = 0. 
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Figure 5:   A three dimensional plot of the current density distribution in the lateral 
quantum directional coupler with Lc = 5/mi and Va = 0. 
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ABSTRACT 

Shot noise is calculated in a Double Barrier Resonant Tunneling Structure (DBRTS) by 

taking the space charge accumulated inside the quantum well into account. The calcula- 

tion is self-consistent in nature and is obtained by simultaneously solving the Schrödinger 

and Poisson's equations. The calculation manifests the suppression of shot noise in the 

positive differential resistance (PDR) region and an enhancement in the negative differ- 

ential resistance region (NDR) of the DBRTS. The behavior is explained in terms of the 

fluctuation of the eigen energy of the structure due to the stored charge in the quantum 

well. 

INTRODUCTION 

Shot noise [1-3] is observed in almost all electronic devices and is due to the fluctuations 

in device current. The fluctuations are attributed to the randomness of the carrier flowing 

through the device. In the resonant tunneling device, the current is a very strong func- 

tion of eigen energies and thus current gets modulated by any parameter which changes 

eigen energies. One such parameter is space charge developed inside the quantum well. 

In devices where eigen energies are dependent on current, significant deviations from full 

shot noise may occur. As the current affects the eigen energies through the space charge 

stored in the quantum well [4], a significant deviation from the full shot noise behavior 

is expected in the quantum well device. The experimental observation of the suppression 

as well as enhancement of shot noise in a double barrier resonant tunneling structure 

has already been reported [1]. However, in order to appreciate the phenomena theoret- 

ically, one has to perform the calculation of shot noise self-consistently. Brown et. al. 

[1] has presented a theoretical analysis of the suppression and enhancement of shot noise 

without taking self-consistency into account. In this paper, the analysis of shot noise is 

extended to incorporate the effect of space charge accumulated inside the quantum well 

self-consistently. As electron traverses through a DBRTS, it spends a finite amount of 

time inside the structure and thus the space charge gets accumulated in the quantum 

well. The magnitude of space charge contributed by a traversing electron is a function of 

the eigen energies. The contribution of space charge due to an electron is also affected by 
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the presence of other electrons. This gives rise to two different types of correlations, auto- 

correlation that depends on the incident energy and cross-correlation that includes the 

effect of the space charge due to other eigen energies. To make a self-consistent calculation 

of shot noise, these correlation terms need to be computed by solving the Schrödinger and 

Poisson's equation simultaneously. In this paper, these correlation terms are computed 

by calculating space charge for every allowed energy level separately and then evaluating 

the dependence among different eigen energies that arises through the space charge. Cal- 

culated shot noise shows a suppression in the PDR (7 = 0.91) and enhancement in the 

NDR (7 = 50). 

THEORY 

The self-consistent calculations are performed by using the logarithmic derivative of wave- 

function. Once the logarithmic derivative E(x, Ex) [4] is obtained as a function of distance 

x along the structure and the incident electron energy Ex, the group velocity vg(x,Ex) 

[5] is calculated as 

vg(x,Ex)=^Re[E(x,Ex)}. (1) 

The determination of the current density at every energy Ex, J(EX), enables the evaluation 

of the space charge n(x,Ex) 

"<*■*> = Ä <2> 
Space charge is calculated for each allowed eigen energy and the contribution of the 

space charge to the potential profile is determined by solving the Poisson's equation. 

Accordingly, the potential profile is modified and the effect of the modified potential 

profile on the other energy levels and the level itself is determined by calculating J(Ex)'s 

[4] again and comparing the new current density with the one calculated before. 

AJ2=f:x;[Aj(^^)f (3) 

where, AJ(El
x,Ex

T) is the difference of current density corresponding to energy level El
x 

due to the space charge accumulated for energy level Ex, and N is the total number of 

allowed eigen energies. AJ is used to calculate shot noise in the structure. 

Shot noise power spectrum S is obtained as 

a        AJ2 

s-w <4) 

where, 6f is the measurement bandwidth. Shot noise factor 7 is calculated as 

7 = 2^r (5) 
s_ 

where, J is the total current density [4], and q is the electronic charge, 1.6 X 10"19 Coulomb 
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RESULTS AND DISCUSSIONS 

Results for a symmetric DBRTS are presented in this section. The barrier and the 

quantum well are each 50Äwide. The barrier height is assumed to be 0.275ey. The effec- 

tive mass of the electron is 0.067m0 and 0.096m0 in the quantum well and in the barrier, 

respectively and m0 is the electron rest mass, 9.1 x lO"31^. In the calculation , the fermi 

level EF and temperature T are assumed to be 0.03eV and 4.2 degree Kelvin, respectively. 

In Figs 1 and 2, theoretical current voltage characteristics and shot noise factor as a 

function of bias voltage are plotted, respectively. As expected, current starts increasing 

with bias voltage in the positive differential resistance region (PDR) followed by the cur- 

rent peak at 0.l2Volt. A further increase of bias voltage causes a reduction of current 

(NDR) until it reaches the valley current at 0.18Volt. Thereafter, current continues to 

increase. The rise in current beyond the valley is caused by the onset of current flow 

through the second quasibound level in the quantum well. Fig.2 shows a suppression of 

shot noise factor in the PDR and an enhancement in the NDR. The suppression and en- 

hancement can be explained in terms of the behavior of quasibound level of the quantum 

well. As space charge gets accumulated in the quantum well, it will reduce the effective 

voltage across the well. As a result, the quasibound level in the quantum well moves up 

along the energy axis. However, it leads to a decrease in the total current in the PDR 

as the quasibound level is moving away from the fermi level. On the other hand, in the 

NDR, as the quasibound state moves up along the energy axis due to space charge, it 

moves towards the fermi level and hence total current will be increased. More current 

implies more shot noise and greater shot noise factor and vice versa. This explains the 

suppression and the enhancement of shot noise factor in the PDR and NDR, respectively. 

Fig.3 shows the space charge that is stored in the quantum well as a function of bias 

voltage. It is to be noted that the peak in the space charge distribution corresponds to 

the current peak. Thus, the greatest contribution to the shift of quasibound level due to 

space charge occurs when the space charge becomes the maximum ( 0.12Volt). Since, this 

voltage is situated just at the onset of the negative resistance region, eigen energies are 

shifted up by a considerable amount and again there are relatively few electrons available 

to tunnel through causing a reduction of shot noise factor. From Fig.2, it is also noted 

that the enhancement of shot noise gets peaked not at the voltage corresponding to peak 

current rather at a higher voltage. It can be explained in the following manner. The 

current becomes maximum when the first eigen energy is aligned with the fermi level of 

the emitter. Moreover, the space charge moves the eigen energy up along the energy axis. 

Thus, effectively, eigen energy will be aligned when device is operated in the negative 

resistance region. This explains why shot noise becomes the maximum in the negative 

resistance region not at the onset of negative resistance region. 
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Figure 1: Current-voltage characteristics of a DBRTS. 
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Figure 2:  Shot noise factor is plotted as a function of bias voltage. 
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CONCLUSION 

The computation of shot noise shows suppression in the PDR and enhancement in the 

NDR of a DBRTS. The observation agrees qualitatively with the experimental results [1]. 

The two opposite behaviors are explained in terms of space charge stored in the quantum 

well. 
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Abstract 

A numerical simulation program for two-terminal transit-time devices based on the energy-momentum 
transport model, with valence band to conduction band tunneling phenomena incorporated, has been 
developed. This program can deliver accurate TUNNETT and MITATT device simulation results in 
the millimeter and submillimeter range, and therefore provides a useful tool for high frequency device 
structure design and optimization. 

Simulation results for GaAs TUNNETT and MITATT devices for frequencies above 100 GHz will 
be presented. As simulation results show, the negative resistance of the device decreases rapidly as the 
operating frequency increases. Under such circumstances, the contact resistance severely degrades the 
device's RF performance. When a diode's negative resistance becomes lower than the contact resistance, 
no RF power can be generated. To overcome this difficulty, device structures using no ohmic contacts are 
investigated. In these devices, Ohmic contacts are replaced by Schottky contacts, and also p-n junctions 
are replaced by Schottky junctions for single-drift structures. Since the metal-semiconductor contact 
resistance is eliminated or greatly reduced in such devices, they are very promising as RF power sources 
at extremely high frequencies. 

1    Introduction 

Tunnel injection transit-time (TUNNETT) and mixed tunneling and avalanche transit-time (MITATT) 
diodes are two potentially useful RF power sources at extremely high frequencies]!]. The valence band to 
conduction band tunneling by electrons in such devices has a profound effect on the device performance. 
In the past, many numerical simulation programs have been developed to simulate transit-time devices, 
mostly for simulation of impact ionization avalanche transit-time (IMPATT) diodes[2, 3]. The free charge 
carrier transport models used in such simulations are the drift-diffusion model and energy-momentum 
model[4]. Programs based on the drift-diffusion model are more popular because of its simplicity. The 
energy-momentum model, due to the large number of partial differential equations to solve, is less 
frequently adopted in simulation. 

Simulation of the interband tunneling process is still rare today. Recently Dash and Pati developed 
a generalized method to include the tunneling mechanism in their simulation[5]. Their simulation was 
based on the simple drift model (no diffusion currents), and was limited to DC or small-signal analysis. 
And their simulation lacks verification with measurement data for real devices. 

We developed the large-signal energy-momentum program to simulate TUNNETT and MITATT 
diodes. Tunneling currents are modeled and incorporated in the transport models. A real W-band diode 

tThis work was supported by the Army Research Office under contract No. DAAL03-92-G-0109 and Navy under contract 
N60530-92-M-E959. 
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is simulated using both models, and simulation results agree with experimental measurements^]. 

From previous simulation work, it is known that the series resistance of two-terminal transit-time 
devices seriously degrades the RF performance especially at high frequencies[6]. First of all, it consumes 
part of the RF power generated by the device. Second, it reduces the device's efficiency. Third, it coun- 
teracts a device's negative resistance, rendering a more difficult matching situation. When the negative 
resistance gets small, the diode's cross-sectional area has to be reduced for matching to a specific load, 
and therefore the generated RF power is reduced. Furthermore, if a device's internal negative resistance 
is smaller than the series resistance, no RF power can be delivered to the external load. To overcome 
such difficulties, Schottky contact TUNNETT/MITATT's are currently considered for RF power gener- 
ation above 100GHz. In such devices, the Ohmic contacts are replaced with Schottky contacts, which, 
when depleted, impose no potential barrier to electrons or holes except a small probability of quantum 
reflection as shown in Figure 1. Outflowing carriers near the Schottky contact regions are pushed by the 
electric field toward the contacts and collected. Little contact resistance is expected in such devices. 

Schottky Contact 

I 
Schottky Contact 

i 

I I Band Diagram 

K— /,—»K- 

E 
u 

• Electrons and holes see no potential barriers and hence 
are collected by the Schottky contacts easily. 

Figure 1: The operating principle of Schottky contact TUNNETT/MITATT devices. 

In this work, four GaAs Schottky contact TUNNETT/MITATT devices operating from 170 GHz to 
370 GHz are simulated using the energy-momentum transport model. In the simulation, three major 
carrier generation mechanisms are considered, i.e. impact ionization, interband tunneling and metal- 
semiconductor tunneling. 

2    Transport Theory 

The two most commonly used transport models for semiconductor device simulation are the drift-diffusion 
(DD) model and the energy-momentum (EM) model. In the DD model, charge carriers respond imme- 
diately to the external electric field and reach steady state without any delay in time, while the energy- 
momentum model requires relaxation times for carriers to adjust their energy and momentum before 
reaching steady state. Due to this transient nature of the EM model, free carriers exhibit velocity over- 
shoot and undershoot effects in response to the change of electric field. This kind of transient response 
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can also be observed in Monte Carlo simulations. By using correct relaxation times, the EM model can 
depict carrier behavior in remarkable agreement with Monte Carlo observations[7]. 

In the EM simulation program developed by us, holes still follow the drift-diffusion equation, while 
electrons are described by a variation of the two-valley drift-diffusion equation with the mobilities and 
diffusion coefficients being functions of electron energies instead of the electric field. Two energy equations 
govern the electron energies. The following equations are solved by the EM simulation program: 

dp 
Jp = qPfip(E)E - qDp(E)-£ 

J„i = qniiini(wi)E + qDni(wi)-r— 

dn2 
Jn2 = qn2\in^(w2)E + qDn:2(w2)-T— 

ox 

dw\ Jn\E Wi - wth 

dt "l rwi(wl) 

dw2 JnlE w2 - Wth 

dt «2 rw2{w2) 

dp 
dt 

ldJp 

q dx 
+ GP 

~dT 
ldJm 
q   dx 

+ Gnl 

dnl 
~~dt 

ldJn2 

q   dx 
+ Gn2 

where Wth = \kßT is the thermal equilibrium energy for electrons, and Gp, Gn\ and Gn2 are given by 

Gp = Gn + GT + Gth — Rth 

7i2 nl 
Gnl = Gil + GT + Gth — Rth + 

Gn 
nl nl 

TnM(wl)        Tn^{w2) 

Close examination of the above equations reveals that the momentum relaxation times for electrons 
are actually neglected in the program. This is justified by the fact that the momentum relaxation times 
are generally much smaller than the energy relaxation times. 

Metal-semiconductor tunneling at Schottky contacts is modeled as part of the current boundary 
condition. Every time the current boundary condition is to be applied, the program evaluates terminal 
inflow currents by using the contact electric fields and an electric field-current table for Schottky contacts. 

3    Material Parameters 

The material used for devices in this work is GaAs. Since these devices are intended for RF power 
generation, the material lattice temperature is usually very high. 500°K is assumed throughout this work. 
The majority of the material parameters used by the simulation programs are generated by a traditional 
Monte Carlo (MC) program[8].   This MC program provides the values of electron velocities, diffusion 

111-14 
196 



coefficients, relaxation times and electron energies as functions of the electric field up to 3000 kV/cm. 
The methods used to evaluate the relaxation times are similar to those proposed by Stewart et. al. [7], 
while the electron (longitudinal) diffusion coefficients are calculated in the MC program using the method 
mentioned by Fawcett[10]. Other electron parameters such as the material intrinsic concentration and 
electron-hole recombination lifetime and all the hole parameters are set according to empirical expressions 
or assumed values. Figure 2 shows the various time constants, electron velocities and diffusion coefficients 
obtained from Monte Carlo for GaAs at 500°K, assuming the impurity doping is 5 ■ 1017 cm-3. 

|    I   I I lll| 1 1    I   I I Mil 1 1    I   I Mill 1 1    I   I III! 
10 100 1000 10000 

Electric Held (kV/cm) 

xlOOO 

■:I00 

 |  I  I  'I 0.1 
10000 10 100 1000 

Electric Field (kV/cm) 

Figure 2: Time constants, electron velocities and diffusion coefficients for GaAs at 500°K used in simu- 

lation. 

Two important material parameters used by the simulation programs are the impact ionization 
and tunneling rates. They have very profound effects on the device operation, but still lack adequate 
determination in the electric field range where the devices are operated (up to 3000 kV/cm). The impact 
ionization generation rate is expressed as 

with an and ap being given by 

For GaAs at 500°K, we use 

Gn = (anJn +apJp)/q 

an=Anexp[-(Bn/E)2} 

ap = Apexp[-(Bp/E)2} 

An=Ap = 2.1205 x 105   cm"1 

Bn = Bp = 6.71 x 105   V/cm 

As to the interband tunneling rate, we adopt the expression which complies with the highly idealized 
form proposed by Kane[ll] as shown below 

GT = ATE2exp(-BT/E) 

For GaAs at 500°K, we use the following values for AT and By 

AT = 1 x 1020   cm-'s-'V"2 

BT = 1-2 x 107   V/cm 
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The dead space for impact ionization and interband tunneling is considered in the simulation program. 
For impact ionization, the energy relaxation effect automatically includes the dead space in the model. 
As to interband tunneling, we use the bandgap to determine the dead space as illustrated in Figure 3. 
The principle is that tunneling only occurs where there are empty states in the conduction band and 
filled states in the valance band. 

Electric Field (MV/cm) 

Figure 3: Dead space for interband tunneling. Figure 4: The impact ionization and tunneling gen- 
eration rates for GaAs at 500°K. 

In the EM program, all material parameters for electrons except the tunneling rate are tabulated 
according to the electron energy. In other words, they are treated as functions of the electron energy 
instead of the electric field. The tunneling rate is considered as a function of the electric field since it 
is related more to the electric field that electrons in the valence band experience than to the energy of 
electrons in the conduction band. Figure 4 shows the impact ionization and tunneling generation rates 
for 500°K GaAs that are used in the simulation programs. Inside the simulation program, the impact 
ionization rate is transformed to be a function of electron energy. 

4    Device Structure 

Four GaAs Schottky contact TUNNETT/MITATT's are investigated in this work.   These four diode 
structures to be simulated have not been optimized for maximum RF power generation. 

Diode lg (nm) Id (nm) Ndl (cm"3) Nd2 (cm"3) Jdc (kA/cm2) 
Dl 33.75 166.5 4-1018 1.3 - 101Y 75 
D2 33.25 115.5 4   101S 2 • 101' 100 
D3 33.75 67.5 4 • 1018 4 • 101Y 150 
D4 37 37 4-1018 7 • 101Y 200 

Table 1: Device Structures under simulation. 

Table 1 shows the diode structures, where lg is the length of the heavily doped generation region 
with doping Ndi, ld is the length of the drift region with doping Nd2, and Jdc is the DC bias current 
for each structure. All the devices have the same generation region doping (Ndi = 4 • 1018 cm-3) since 
we want the doping to be as high as possible to make /«, short while Ndi = 4 • 1018 cm-3 is close to the 
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maximum doping achievable by MBE. When the operating frequency gets higher, we apply higher DC 
bias current in order to increase the negative resistance. 

To understand the need of high bias current for high negative resistance, we write down the negative 

resistance of the diode as 
-R=       ~G (1) 

n     G2 + 52 

where B and -G are the diode's susceptance and negative conductance, respectively. At frequencies as 
high as 300 GHz, B is usually dominated by the diode's capacitance C and is much higher than -G. 
Therefore the diode's negative resistance is approximated by 

■Ä» 
-G 

w2G2 (2) 

In the above expression for negative resistance, the capacitance is essentially independent of the bias 
current density. To increase -R, we may try to increase -G. Increasing the bias current density has 
the effect of increasing the negative conductance since at higher current density the same amount of Vrf 

causes greater AC current. 

Also note the doping in the drift region, Nd2, must be high enough to accommodate the space 
charge, effect. Therefore, Nd2 gets higher in higher frequency devices. The generation region length, 
/,, is determined by making the electric field at the junction of the generation region and drift region 
400 ~ 500 kV/cm to suppress carrier generation in the drift region. 

The labels Dl, D2, D3 and D4 refer to diodes with Jdc = 75, 100, 150 and 200 kA/cm2, respectively. 
This labeling will be used consistently during the report. 

5    Simulation Results and Discussion 

The simulation can be divided into two parts: the DC and AC simulations. DC simulation is necessary 
to provide the initial condition to AC simulation. Table 2 shows the bias conditions calculated from the 
DC simulation. From it, one can see that impact ionization, instead of interband tunneling, dominates 
the charge generation process even in high frequency diodes. Two factors contribute to the dominance 
of impact ionization — one is the high bias current density, which enhances only the impact ioniza- 
tion; the other is the significant generation region expansion phenomenon for impact ionization at high 
frequencies[6]. 

Diode Bias Voltage (V) Bias Current (kA/cm2) Tunneling Current (kA/cm2) 

Dl 10.06 75 32.5 

D2 8.89 100 38.2 

D3 7.52 150 54.9 

D4 6.37 200 83.0 

Table 2: Device DC bias conditions calculated from the EM DC simulation. 

Note that diode D4 has slightly higher tunneling current than the other diodes. This is because D4's 
drift region is designed to have lower electric field so that electrons in the drift region can have higher 
drift velocity. The low electric field in the drift region also makes the generation region expansion effect 
less pronouced in D4, which leads to reduced contribution from impact ionization. 
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Figure 5: Energy-momentum AC simulation results for GaAs Schottky contact devices matched to 1 fl. 

AC simulation results are summarized in Figure 5, in which the external load is assumed to be 1 
fi. The diode diameters are determined by matching the impedance to 1 Q. Vrj is swept in small 
steps to find the maximum output power. Simulations are also carried out over frequency range to 
search for the optimum operating frequency. The figure also shows the RF output power if there existed 
contact resistance as is the case in conventional TUNNETT/MITATT devices which employ Ohmic 
contacts. From it, one can see that the series contact resistance severely reduces the device performance 
at high frequencies because of the decreased device negative resistance. It is obvious that Schottky 
contact TUNNETT/MITATT devices have superior RF performance at high frequencies compared with 
conventional structures. 

The low negative resistance at high frequencies is mainly due to the device capacitance, whose effect on 
the negative resistance can be seen in Equation 2. Since the capacitance is proportional to the operating 
frequency that the device is designed for, it turns out that the relationship of negative resistance and 
frequency is given by 

7* (3) -Roc 
/4 

To increase the negative resistance —R, the following measures can be considered: 

• Use high drift velocity materials such as InP to increase the drift region length, and therefore 
decrease the device capacitance. 

• Design structures with lower electric field in the drift region to have higher electron velocity. This 
again can lead to longer drift region length. 

• Adopt the double-drift instead of single-drift structures to achieve longer device length. However, 
tunneling current is lower in such devices since the generation region length is also longer. The 
operating frequency will decrease. 

• Cool the device in liquid nitrogen to increase the carrier velocity. Nevertheless, the tunneling 
current is suppressed at low temperature. 
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• Bias the device with higher current to increase -R as explained in the preceding discussion. Note 
that the bias current is limited by the heat dissipation capability. 

• Use low bandgap materials such as InGsAs in the generation region to increase the negative con- 
ductance. InGaAs/InP heterojuction TUNNETT/MITATT design may be the direction since we 
get enhanced generation currents (especially the tunneling currents), high electron drift velocity 
and low diffusion currents in the drift region. 

Future simulation work will be to design optimized structures using the developed simulation program, 
simulate devices with different materials such as InGaAs and InP, and simulate heterojuction structures. 

6    Conclusion 

Interband tunneling has been included in the energy-momentum transport model program to simulate 
operation of TUNNETT and MITATT diodes. Also the tunneling currents at Schottky contacts are 
modeled in the current boundary condition so that Schottky contact TUNNETT/MITATT's can be 

simulated. 

At high frequencies, conventional TUNNETT and MITATT diodes' performance is severely limited 
by the contact resistance. Schottky contact TUNNETT/MITATT's, which exhibit much lower contact 
resistance than those having Ohmic contacts, are promising as RF power sources at frequencies well 
above 100 GHz. 
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ABSTRACT 

In this paper, we present a study of the electrical and 
physical properties of uncapped AlSb, grown by molecular 
beam epitaxy. Large concentrations of oxygen have been 
observed in the uncapped undoped AlSb layers, resulting in 
extremely large sheet hole densities (as high as 3 X 10*5 cm-2 

with the corresponding mobilities of about 60 cm2V_1s-1). 
However, for the AlSb layers capped with 50 Ä of GaSb, oxygen 
does not penetrate beyond the GaSb cap layer, and the 
underlying AlSb layer is highly resistive. 

X-ray photoelectron spectroscopy (XPS) has been used to 
analyze the surface oxides for the uncapped AlSb layers. Three 
different oxides have been observed on the surface of the 
uncapped layers:    AI2O3, Sb20s, and Sb2Ü3. 

I. INTRODUCTION 

AlSb/InAs heterojunction system is finding increased use 
in various electronic structures, such as heterojunction field 
effect transistors and heterojunction bipolar transistors.1-7 It 
is known that AlSb oxidizes very rapidly in air. To prevent 
oxidation, AlSb epilayers are usually capped with 50 to 100 Ä 
of  GaSb.1-7    The electrical properties of the capped AlSb have 
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been investigated extensively.1"7 However, there has been no 
study on the properties of uncapped AlSb. In this paper, we 
present a study of the electrical and physical characteristics of 
uncapped  AlSb. 

II. EXPERIMENTAL 

AlSb layers (0.3-1 \xm thick) were grown by molecular 
beam epitaxy on semi-insulating (100) GaAs substrates, with a 
substrate temperature of 500 °C and a growth rate of 0.3 
|xm/h. The Sb (Sb4) to Al beam equivalent pressure ratio was 
30. Capped layers were also grown, with a thin (50-100 Ä) 
GaSb layer deposited on top of the AlSb layer. Neither the 
capped nor the uncapped layers were intentionally doped. 
Typical background carrier concentration levels obtained in 
epitaxially grown GaAs were in the range of 1014-1015 cm-3, 
due to unintentional impurities. Similar background doping 
levels are expected for the AlSb layers. 

The capped and uncapped samples were characterized by 
Hall and transmission line model (TLM) measurements. 
Conventional photolithographic and wet chemical etching 
techniques were used to make Hall and TLM structures on the 
samples. Before and after each wet chemical etch, HC1:H20 
(1:1) was used to remove surface oxide layers. In addition, 
immediately prior to loading of the samples into an e-beam 
evaporator, a low-power RF plasma clean in 02 and a final 
HCLH2O (1:1) oxide strip were performed. Cr/Au (100 Ä/2000 
A) contact metallization was then deposited on the samples. 
Hall and TLM measurements were taken before and after 
contact   anneals. 

X-ray photoelectron spectroscopy (XPS) was performed to 
identify the surface oxides present on the uncapped samples. 
Auger electron spectroscopy (AES) was used to determine the 
material composition  of the capped and uncapped  samples. 
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III. RESULTS AND DISCUSSION 

For Hall and TLM measurements, the as-deposited Cr/Au 
metal contacts were non-linear and exhibited high contact 
resistance for both the capped and uncapped samples. After 
annealing the contacts, the capped layers were still highly 
resistive. In contrast, after annealing the uncapped layers at 
300 °C (for 1 min. in forming gas), the contacts showed linear 
characteristics.8 The uncapped layers were conductive and 
exhibited extremely large p-type conduction, with sheet hole 
density as high as 3 X 1015 cm"2 with the corresponding 
mobility of 60 cm2V"1s-1. 

A piece of a capped layer was etched to remove the GaSb 
cap and expose the AlSb layer to air. The sample became 
conductive with extremely large sheet hole density, similar to 
values  obtained for the  uncapped layers. 

A piece of an uncapped layer was also etched to reduce 
the thickness of the AlSb layer from 1 urn to 0.5 |xm. The 
AlSb layer was still conductive, with about the same sheet hole 
density  and mobility as  the original (thicker) uncapped layer. 

AES measurements showed that oxygen in the air 
penetrated into the uncapped layers to a depth of more than 
1400 Ä (Figure 1). Near the surface, the oxygen concentration 
was more than 50 atomic percent. However, for the capped 
layers, oxygen did not penetrate beyond the (50 Ä) GaSb cap 
layer (Figure 2), and the cap layer prevented the oxidation of 
the underlying AlSb layer. 

Two XPS spectra from the surface of the same uncapped 
AlSb sample are shown in Figures 3 and 4. Figure 3 shows the 
aluminum 2p peak. Its position at 75.1 eV is consistent with 
the presence of AI2O3. Figure 4 shows the antimony 3d peaks. 
The pair of peaks at 531.5 and 540.8 eV indicate the presence 
of Sb5+ (Sb205). The pair of peaks at 529.1 and 538.5 eV are 
due to either Sb3+ (Sb2Ü3) or AlSb.    Since the Al region shows 
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no contribution from an unoxidized species, it is concluded that 
these pair of peaks are only due to Sb3+ (SD2O3). The relative 
intensities of the those peaks indicate that for every St>3 + 
(Sb203), there are about two Sb5+ (Sb205) on the surface. 
Overall, three different oxides were observed on the surface of 
the uncapped layers:   A1203, Sb205, and Sb203. 

The oxidation process for the uncapped layers is very 
dependent on environment (for example, on room temperature 
and humidity). Therefore, the oxidation process may occur at 
different rates in different laboratories. After a significant 
amount of oxidation, stress in the layer causes the entire layer 
to peel off from the substrate upon probing. For our samples, 
the exposure of the uncapped layers to air for more than six 
months after growth did not make the layers peel off. This is a 
much longer period than those reported by other laboratories.9 

Keeping the uncapped layers under nitrogen flow makes them 
stable for a longer period of time. 

IV.  SUMMARY 

In summary, large concentrations of oxygen have been 
observed in the uncapped undoped AlSb layers, resulting in 
extremely large sheet hole densities (as high as 3 X lO1^ Cm"2 
and the corresponding mobility of 60 cn^V-V1). However, 
for the capped layers, oxygen does not penetrate beyond the 
50 A GaSb cap layer, and the underlying AlSb layer is highly 
resistive. 

XPS   has   demonstrated   that   the   entire   surface   of   the 
uncapped layers is  oxidized.     Three different oxides  have  been 
observed on the surface of the uncapped layers:    A1203   Sb?0<: 
and Sb203. ' 

It has been found that the oxidation process causes 
extremely large sheet hole densities in the uncapped AlSb 
layers. However, more work is needed to understand the 
mechanism  for  this  phenomenon.     Samples  are  currently  being 
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examined   by   X-ray   and   transmission   electron   microscopy 
(TEM)  techniques. 
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ABSTRACT 

A method for the complete characterization of microwave transistors in terms of noise, gain 
and scattering parameters using a computer-controlled noise figure measuring set-up only is presented. A modeling 
procedure exploiting both scattering and noise parameters has been employed to extract the equivalent circuit 
which gives the best fit of the experimental data. 

Results are  reported concerning the complete characterization  and  modeling  of a  series of ten 
pseudomorphic HEMTs in the 8-16 GHz range. 

1. INTRODUCTION 

For the (computer-aided) design of low-noise amplifiers , the designer needs the complete 
characterization of the transistors in terms of noise, gain and scattering parameters. 

The scattering parameters (S-parameters, [S]) are measured by an Automatic Network Analyzer (ANA) , 
whereas the noise parameters (N-parameters, {N}) and the gain parameters (G-parameters, {G}) can not be 
measured directly by any instruments. 

The N-parameters describe the dependence of the transistor noise figure F on the input termination 
(source) reflection coefficient Ts through the relationship 

(1) Ffly = F0 + 4Nn 

r - r    |2 1 s      'on I 

/ 1 _ I r   12w i _ I p    I 2\ 
i l      \ls \   > \ l      I1 on I    ' 

where Ton is the optimum value of Ts corresponding to the optimum noise figure F0, and Nn is a terminal 
invariant parameter which represents how the noise figure departs from the minimum when Ts differs from Ton; 
Nn is related to the more known noise resistance Rn by Nn= Rn Gon, where Gon represents ron in terms of 
conductance . 

Therefore, the determination of the N-parameters requires measurements of F(rs) for some values of Ts 

(more than four, for accuracy) and the data processing of the experimental data through (1), by means of an error 
minimizing procedure (such as the least-squares method) . 

The same procedure is required to determine the four G-parameters by gain measurements by using the 
relationship similar to (1) 

i i I r   r    |2 1 i I l s -x og I 
(2)     =         + 4Ng 

Ga(rs) Gao "    o-|rs|
2)(i-|rog|2) 

where Ga is the available power gain, which depends on Ts , and Gao (maximum available power gain), | ro„ | , 
/_ro„ and N„ are the four G-parameters of the device. Alternatively, in order to avoid gain measurements, the G- 
parameters can be computed by [S]. 

The noise figure measurements are the most difficult to be carry out. The conventional measuring set-up 
is assembled with a 50-ohm noise source which injects noise in the device under test (DUT) through a tuner, used 
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as an admittance transformer network to realize the values of Ts, a receiver and a noise figure meter. The noise 
figure F(rs) is extracted from the noise figure Fm as indicated by the meter, according to the following 

relationship 

Fr^out)-1 

(3) Fm =  aTs ( F(rs) +   ) 
Ga( rs) 

where ars represents the loss of all the passive stages preceding the DUT, which depends on the configuration of 
the tuner (i.e. on Ts), and Fr(rout) is the noise figure of the "receiver", i.e. the cascade of all the active stages 
following the DUT, which depends on the DUT output reflection coefficient rout. For the evaluation of the loss 
aps , the computation through the S-parameters has been suggested. 

Examples of graphical representations of the device noise figure F(TS) (see (1)) , available power gain 
Ga(rs) (see(2)) and loss aps of a slide-screw tuner are shown in Fig. 1 on the Smith chart. 

This conventional methodology requires different measuring procedures to be carried-out in separate 
times by means of different noise figure, gain and S-parameters measuring set-ups and manual action to 
disassemble and re-assemble the instruments. Consequently, it suffers from low accuracy, low repeatability and 

large time consumption. 
To fully evaluate the last problem it has to be accounted for that the determination of the four noise- and 

the four gain-parameters of the DUT requires measurements of noise figure and available gain for several 
values of Ts . Furthermore, to correctly carry-out the measurements it is fundamental to realize values of Ts on 
the Smith chart close to loci selected on the basis of well assessed criteria [1,2,3]. These loci are usually different 
even for each device of the same series because they depend on the optimum value Ton. This requires that F0 is 
approximately determined by acting on the input tuner to obtain the minimum Fmo of the meter reading Fm. 

A further consideration regards the direct determination of the optimum input termination condition from 
the noise point of view. This procedure is often preferred by the experimenters for characterizing the devices in 
place of the time consuming procedure for detennining all the four {N}. This condition is searched by adjusting 
the (manual or computer-driven) input tuner to obtain the minimum Fmo of the meter reading Fm; then F0 is 
computed through (3) and rom is measured. This procedure corresponds to determine the minimum of the 
composition of the graphical representations of F, Ga and a of Fig.l, which obviously does not coincide with the 
optimum of F. From this viewpoint too, the noise parameters test-set commercially available are not useful. 

All the above disadvantages are avoided by the measuring methodology here presented, which has been 
expressly devised to allow the complete characterization of microwave transistors by means of an automated 
noise figure measuring set-up. AU the elements of (3) (Fm,Ga and also aTs [7]) are simultaneously measured for 
each values of Ts. Then, the DUT noise figure F is computed in real time by (3), and {N} and {G} are derived 
from (1) and (2). All the scattering parameters which are needed for amplifier design are also derived by 
computation from the G-parameters, i.e. without further experimental steps. In addition, since the DUT is thus 
driven at noise level, possible non-linear effects of the transistors (MESFET, HEMT) due to insufficiently low 
signals, such   as those furnished by a network analyzer, are avoided. 

State-of-the-art modeling procedures for microwave and millimeter-wave low-noise transistors are based 
on the extraction of a noiseless equivalent circuit from measured scattering parameters. The noise performance is 
then predicted by associating noise models whose fitting coefficients, in the simplest case, can be determined from 
a few measurements of Fmin vs. frequency. By this approach, the solution is not unique since different noise 
models associated to a small-signal model can reproduce identical values of the minimum noise figure F^ with 
remarkable differences among the remaining parameters. 

In the present work, a novel modeling procedure is presented which allows the extraction of a consistent 
noisy model from the simultaneous fitting of the measured N- and S-parameters among which a strong correlation 

exists. 

2. THE AUTOMATIC NOISE, GAIN AND SCATTERING PARAMETERS TEST-SET 

In order to present the measuring system, we refer to the simplified scheme of Fig. 2 . The noise is 
injected in the system by a variable admittance noise source. A step-motor-driven microprocessor-controlled 
slide-double-screw-tuner is employed as input mismatching-network. The reflection coefficient T^of the variable 
admittance noise source so obtained is measured by the reflectometer (an ANA used in the reflection mode only) 
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connected by a switch. The corresponding value Ts of the input termination of the DUT is then derived by 
computation. To this end, the cascade of all the passive stages (bias tee, 1/2 transistor test fixture,connectors,...) 
which separates the transistor input from the Tgq measuring plane is previously characterized vs. frequency in 
terms of scattering parameters. 

The DUT output is terminated on the 50 ohm input admittance of the receiver through the output bias 
tee and a switch; in other words, it is noteworthy that an output matching tuner is not used. In conventional 
measuring systems, this second tuner is used to match the DUT output impedance Tout to the receiver input. In 
this way, the receiver noise figure Fr is constant against Ts variations. 

Unfortunately, the use of this output tuner causes two very serious drawbacks: 
a) the output matched condition causes very frequently the rise of oscillations; 
b) automating the noise measuring system becomes impossible. After adjusting the input tuner, it would 

be necessary to adjust the output tuner as well with the aid of a "matching detector". Consequently, the automatic 
searching of the optimum input matching for noise by adjusting the input noise would becomes unfeasible. 

In order to avoid these disadvantages the DUT output is connected directly to the low impedence Tr of the 
receiver (50 ohm nominal); the noise figure Fr(rout) of the receiver is then computed on the basis of the 
measured values of Fr(0) and Tout [5,6] . 

A programmable step attenuator is inserted as first stage of the receiver. By acting on the attenuator for 
each Ts, different values of the receiver noise figure Fr are realized and the DUT available power gain is 
computed [5-8]. 

Once a and (Fr - 1 )/Ga are determined, the DUT noise figure F is derived by (3). 
Controlled by a (unpublished) software, the automatic set-up initially performs the calibrations of the 

instruments and some guiding measurements. On the basis of the results so obtained, the software selects for each 
frequency the values of Ts and other parameters (e.g. the values of the attenuation to introduce to the receiver 
input for the determination of the available gain) in order to realize the best measuring conditions for accuracy . 
Furthermore, it drives all the measuring steps vs. frequency and DUT bias condition fach rs, evaluates the 
accuracy, processes the data and furnishes the {F}, {Ga} and [S] parameter sets [11-12J. This is accomplished 
without the action of an (unskilled) operator. 

3. MEASUREMENTS 

The automatic measuring set-up has been recently used to characterize the performance of ten 
pseudomorpfic HEMTs (CFB001-3, by Celeritek) over the 8-16 GHz range at the bias conditions suggested in the 
data sheets for the best noise behavior to the aim of extracting an accurate noisy model which also accounts for 
the parasitics due to the transistor package. The measured N- and S-parameters of this transistor series are reported 
in Fig. 3. The method can be also applied for the automatic direct (and correct)   measurements of   the 
optimum noise parameters F0 and ron by adjusting the tuner, because the system furnishes directly the rninimum 
noise figure F0 computed from (3) while measuring a, Fr and Ga. 

In conclusion the measuring system here described can be seen as an instrument (at present not 
commercially available) for the direct measurement of the DUT noise figure by removing on-line from the meter 
reading the noise effects of all the other stages of the set-up . 

4. MODELENG 

We considered the measured spreading of the parameter values as the modeling optimization goals for the 
device series. To include noise in the modeling procedure, we have adopted the representation based on effective 
temperatures of the chip resistive elements R^ and Rjs since the above coefficients are not influenced by the 
impedance-transforming properties of the device package [9]. In order to determine the global model topology 
which also accounts for the package effects, we start from the well-assessed chip equivalent circuit and sequentially 
add elements to the input section accoding to previous analysis results which have shown a definite correlation 
between the trends of S] j,ron , Rn and different circuit configurations. Subsequently, we complete the feedback 
paths by introducing (if required for the good match of S12 and S21) additional coupling capacitors between the 
gate and drain nodes, and refine the output section for matching S22 and, partially, S2j. 

Once this basic topology has been obtained, we perform an analysis of the interdependence between the 
calculated model parameters and the (model) element values. 

The results are reported in form of a matrix which, after proper manipulation,allows the decomposition of 
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the overall optimization problem into separate suboptimization cycles. 
By this procedure we obtain a fine tuning of the element values since each of them is optimized in order 

to minimize the error function relevant to a scattering or noise parameter which is strongly affected by that element 
(or, more frequently,a group there of) [10,11]. 

For the above HEMT series, the model performance (bold line) is compared with the measured 
parameters in Fig. 3. The corresponding noisy model is reported in Fig.4 and the relevant element values are listed 
in Tab. 1. 

It has to be noted that the circuit model represents the performance of packaged device as a whole, thus 
taking into account the package parasitic effects and the chip-to-packge interactions. 

Therefore the model is not predictive from the device manufacturing-process viewpoint, but it has all the 
qualifications required for CAD applications. 
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Fig. 1 - Example of graphical representation of F(rs), Ga(rs) and aps on the Smith chart. 
The graphical representation of (1) is the composition of them. From this it is apparent that the 
optimum value Tmo of the DUT input admittance corresponding to the minimum Fm 0 of the 
noise figure given by (3), which can be found by adjusting the tuner, may differ considerably from 
the optimum T0 corresponding to DUT F0. 
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Fig. 4 - Equivalent circuit model of the CFB001-03 series. 

RLG  = 0.3 ohm RD = 1.5 ohm 

L0    = 0.47 nH LD = 0.49 nH 

Ro    = 2.2 ohm RLD = 1 ohm 

CCG =0.03pF Rs 
= 1.1 ohm 

Crc  = 0.06pF Ls = 0.033 nH 

CGS   =0.23pF RLS = 1.2 ohm 

RcH  =1.4 ohm RDS = 180 ohm 

C0D = 0.023 pF ora = 66mS 

Cos   =0.07pF X = 2.1ps 

TL0 L=840 TLD L=280 

TLS L=500 

E = line physical Ienght in microns @ 8GHz; 

Z=50 ohm 
All resistors are warmed @ 290 °K; 

RrjS @3950K 

Tab. 1 
Values of the circuit elements of the model shown Fig. 4. 
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ABSTRACT 

A neural network approach is developed to qualitatively model the relationship 
between fabrication process parameters and the characteristics of a heterojunction bipolar 

transistor (HBT). An equivalent circuit model is used as an intermediate representation 
format for this objective. The goal of this research project is to develop a method that can 
predict .and explain changes in the behavior of a device without the need for precise 
problem formulations and computationally intensive methods. The primary use of such a 
neural network model is in a reverse modeling process which performs device 

optimization. 

I.   INTRODUCTION 

This paper describes a research project that investigates the development of a parallel 

distributed analog computing network (i.e., a neural network) to qualitatively model the 

relationship between fabrication process parameters and device characteristics. The 
objective is to provide a model for a reverse modeling process which performs device 
optimization. The initial result of applying this qualitative model to the modeling of an 

heterojunction bipolar transistor (HBT) is presented. Although HBTs are targeted in this 
project, the method described here is general and can be readily adapted for other devices. 

Since Kroemer [1] predicted the great potential of HBTs for high frequency/speed 
circuits, there has been a considerable research effort directed toward understanding the 

physics of the device and studying its applications. The characteristics of HBTs can be 
evaluated by scattering parameter (S-parameter) measurements. But, such data generally 
do not explain the causes of the observed characteristics. Furthermore, the relationship 

between the fabrication process and the device characteristics is generally very 

complicated. 
Equivalent circuit models serve as an excellent intermediate representation format for 

device optimization. Ladbrooke has advocated the idea of reverse modeling in discussing 
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the relationship between device structure/material parameters and its equivalent circuit 

model [2]. 

Reverse modeling is similar to a standard modeling procedure except that the goal in 

this case is to minimize the difference between the modeled and desired performance, and 

hence the name reverse modeling. The primary difficulty in reverse modeling lies in the 

fact that the optimized model has to be physically consistent so that the desired processing 

parameters can be developed. A change in any single processing variable typically results 

in correlated changes in many, if not all, equivalent circuit elements. 

For example, if the given goal is the improvement of the power gain at a certain 

operating frequency, the reverse modeling process must be able to determine the required 

changes to the model. The constraints resulting from both the equivalent circuit model 

(e.g., KVL, KCL) and the fabrication process (e.g., doping concentration) have to be 

satisfied in this search operation. The fact that all these constraints have to be 

incorporated makes the development of a computer-aided design tool very complicated 

and the product difficult to use. 

On the other hand, the manufacturing process for a semiconductor device as 

complicated as the HBT often involves considerable experimental data. Engineers often 

make decisions based on their intuitive knowledge of the device structure and fabrication 

process. A rule-based system can be used to describe the condition-action relationship 

between parameters. The problem can then be solved by inference and induction. 

However, a typical production system has the inherent limitations of sequentiality, 

directionality, exact matching, and determinism. 

We have investigated the use of a parallel distributed analog computing network, 

commonly called a neural network, to model the relationship between processing 

parameters, equivalent circuit elements, and characteristics of HBTs. The advantages of 

this approach include not only the fact that multiple constraints can be easily and globally 

enforced, but also that many competing hypotheses can be simultaneously explored. In 

addition, the model can be developed without the need for precise problem formulation 

and computationally intensive methods. 

II.  QUALITATIVE MODELING 

We have observed that the above-mentioned problems and constraints can be 

addressed by a qualitative model implemented with a parallel distributed analog computing 

network. Parallel distributed analog computing networks are commonly referred to as 

artificial neural networks in the literature [3].   Although artificial neural networks are 
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famous for their capability of learning the solutions to the problems that they are designed 

to solve, they also provide a framework for constructing special parallel machines to solve 

specific problems [4]. 

In contrast to conventional parallel processors, the function of each neuron is 

extremely simple, and the overall behavior of a neural network is determined 

predominately by a set of interconnections. Conceptually, neural networks are formed by 

interconnecting many simple processors (i.e., neurons) each connected to many others. 

Every connection entering a processor has an adaptive coefficient called a weight assigned 

to it. This weight is used to amplify, attenuate, and change the sign of the signal in the 

incoming connection. The processors used in a neural network are nonlinear and are 

typically analog. An input vector is entered into the network. Each processor operates on 

the outputs of other processors according to its transfer function and delivers a single 

output to other processors. Often, the transfer function sums the incoming signals to 

determine the value of the next output value. The result is an output vector representing 

some characteristics associated with the input. The major attraction of these neural 

networks is their high level of parallelism. Another commonly claimed feature of artificial 

neural networks is that they are inherently fault tolerant. 

The qualitative modeling approach developed here is based on the paradigm of 

Hopfield type neural networks [5]. Consider a Hopfield type neural network of N nodes. 

If the activation of a node is updated according to the equation: 

Vi(t + l) = sgn(£"_x7;jVj(t) + Ii), (1) 

where V, (t) e {0,1} is the state of node / at moment t, Ty is the weight associated with the 

link between nodes /' andy, /, is the internal threshold parameter of node /', and 

fl    x>0 

^(x) = |o *<o' (2) 

it can be shown that an energy function defined as 

Energy = ~ttw,-tw +K> & 

where K is a constant, is minimized. 

The significance of a Hopfield type network is in its capability of performing 

associative inference. There is no specific distinction between input and output vectors 

and a network perturbed by changing one or more neuron state will evolve into one of its 

consistent states which are the minima of its energy equation (3). 
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This Hopfield type neural network is applied to implement a qualitative model.   The 

behavioral relationship between three variables (X, Y, Z) in an arithmetic equation 

X = Y • Z (operator • e {+, -, x, H-}) (4) 

is mapped into a neural network building block as follows. An arithmetic equation X = Y 

+ Z can be qualitatively represented by the consistent states listed in Table 1. Each row of 

Table 1 describes the change of a variable caused by varying the other two variables. For 

example, the first row of the table indicates that if two of the variables are remaining 

unaltered, then the third one is also unchanged. This table is mapped into a Hopfield type 

neural network with 6 nodes. The mapping involves the determination of all the link- 

weights (T^-'s) and thresholds (7/s) and is done by formulating a linear programming 

problem with the 64 constraints in the forms of equalities and inequalities according to the 

energy equation (3). There are 13 consistent states and 51 inconsistent states. All 

consistent states have an energy of 0 while all inconsistent states have energies larger than 

zero. The simplex method [6] is used to solve for the unknown Tjjs and 7/s. The 

resulting network is shown in Figure 1. 

Table 1 The neural network states consistent with the arithmetic equation X = Y + Z 
(I: increasing, D: decreasing, and S: staying the same). 

X(VjV^ Y(V3V4) Z(V5V6) 

00 (S) 00 (S) 00 (S) 
00 (S) 10(1) 01(D) 
00 (S) 01(D) 10(1) 
10(1) 10(1) 00 (S) 
10(1) 10(1) 01(D) 
10(1) 10(1) 10(1) 
10(1) 00 (S) 10(1) 
10(1) 01(D) 10(1) 

01(D) 01(D) 00 (S) 
01(D) 01(D) 10(1) 
01(D) 00 (S) 01(D) 
01(D) 10(1) 01(D) 
01(D) 01(D) 01(D) 

The neural network shown in Figure 1, which will be referred to as a fundamental 

neural network, is very powerful since it can be used to model any basic arithmetic 

relations.  It can be easily shown that the same network can also be used to qualitatively 
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model arithmetic operations X = Y x Z, Y = X - Z, Y = X + Z. If we set X = voltage, Y = 
current, and Z = resistance, this neural network becomes a qualitative model of Ohm's 

law. 
The modeling approach described above can be iteratively and hierarchically applied to 

build a system model. This process is explained here through the development of a model 

to represent the relationship between two serially connected resistors. Referring to Figure 

2, there are five arithmetic constraints in this model (Ej = I * Rj, E2 = I *R2, E = Ej + 
E2, R=Rj + R2, and E = / *R) and thus 5 fundamental neural networks are required. 

Figure 1 The qualitative model of X = Y + Z. 

Common feature nodes in individual fundamental neural networks are merged to yield 

the model shown in Figure 3 (some links were left out for clarity) as follows. Nodes with 

identical labels are replaced by a single node with a threshold (I) equal to the sum of the 
original node thresholds. Similarly, identical links are merged into a single link with link- 
weight (7) equal to the sum of the original link-weights. In Figure 3, the pair of nodes 
representing a feature is grouped and labeled accordingly. In addition, nodes were 
grouped into overlapping fundamental networks to show the 5 modeled constraints. 

Ri R2 

+E, +E2- 

Figure 2 Two serially connected resistors for the illustration of model building. 
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The obvious use of this model is to answer questions such as: what is the qualitative 

effect of changing one element on other circuit values? However, our goal is to use the 

qualitative model of an HBT to guide the reverse modeling process since a solution found 

by this model must satisfy all the imposed constraints. A global view is thus always 

maintained. The setup for fulfilling this objective is shown below in Figure 4. 

According to Figure 4, an automatic mapping process has been implemented to map 

an equivalent circuit into a corresponding neural network. When used in a modeling 

process, the difference between the modeled and desired characteristics is translated into 

the demanded qualitative changes of certain values (e.g., voltage or current) in the 

equivalent circuit. These qualitative changes are then treated as the input vector of the 

neural network model to determine the associative changes to other variables so that a 

consistent state is maintained. 

The neural network qualitative model of the HBT is implemented in a modeling 

process which extracts equivalent circuit parameters from S-parameter measurements to 

evaluate the effectiveness of this approach. The detailed information about this collector- 

up HBT being modeled is reported in [6]. The modeling process implements the 

simulated annealing (S A) technique described in [7] to avoid the problem of local minima. 

The role of the neural network HBT model is to qualitatively guide the changes of 

equivalent circuit parameters to minimize the difference between the measured and 

simulated S-parameters. 

The same SA modeling process, implemented to generate intermediate solutions by a 

random search, is applied independently to the same HBT for the purpose of comparison. 

The chart in Figure 5 shows the convergence rates of both processes. The modeling 

process that is guided by a neural network qualitative model converges to its final solution 

in less than half of the number of iterations required by the method using a random search. 

An advantage of the neural network guided approach not shown in Figure 5 is that only a 

single solution is generated and evaluated at each iteration. Comparing with the random 

search approach that processes a large number of solutions at each iteration to satisfy the 

slow cooling procedure of an SA optimization, the saving in the modeling effort is 

significant. 

III. SUMMARY 

In summary, a novel approach that uses a neural network to qualitatively model an 

HBT is developed. The initial result of applying this neural network HBT model to guide 

the fitting of an equivalent circuit model to measured  S-parameters is presented. 
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Encouraging results in the convergence rate of the modeling process have been observed. 

The ultimate potential of this qualitative modeling technique is to enforce physical 

constraints and encode experimental and intuitive knowledge in the modeling and 

optimization (reverse modeling) of semiconductor devices. 

E = E!+E2 

E2=I*R2    / 

#=*;+%;- s E=I*R 

Figure 3 The qualitative model of two serially connected resistors 
(with some links left out). 

HBT 
quivalent 

Circuit 
Model 

Electrical 
Constraints 

Neural 
Network 

Parameter 
Qualitative   phanges 
Simulation 

AF . .   ..   'ofHBT Sr 
T Fabrication * 

Constraints 

Reverse 
Modeling 

Deviation from 'K Desired Device 
Desired Characteristics        Characteristics 

Figure 4 A setup for applying the neural network model of an HBT to reverse modeling. 
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Figure 5 The convergence rates of the neural network (NN) guided and random search 
simulated annealing modeling process. 
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Abstract 

Si delta-doped FETs have been fabricated using low-energy Sb ion doping technique during Si 

MBE growth to realize delta-doping and a low temperature device processing budget. The FETs 

with a gate length of 2 ^tm showed a gate breakdown voltage of 3.8-4.7 V and a maximum 

extrinsic transconductance of 28 mS/mm, corresponding to an intrinsic transconductance of 42 

mS/mm. Those results are the best reported so far in Si 8-FETs of similar gate length. The gate 

charge-control and low-field drift-mobility in Si 5-FETs were measured using C-V and I-V 

techniques. Measured charge-control had a strong nonlinearity and was in good agreement with 

theoretical calculation. We observed, for the first time, that the drift-mobility in the delta-doped 

FET was decreased with the increasing gate voltage. 

I. Introduction 

Recently, the delta (8) doping (or planar doping) technique has been developed for both GaAs 

and Si. This doping technique can provide high-density quasi-two-dimensional electron or hole 

gas in a V-shaped quantum well created by high density dopants in highly localized doping 

sheet. The delta-doping technique is being used in different field-effect transistor (FET) 

structures, e.g., MESFET [1-5] and MOST [5,6] to improve the performance of the device. A 

delta-doping layer is used as an electron or hole conduction channel in the delta doped MESFET 

(8-FET). Compared with conventional MESFET and single channel MODFET, the 8-FET has a 

large gate breakdown voltage, high drain current capability, high transconductance and easy 

control of the threshold voltage. Most of the works on the 8-FET published so far were 

performed in GaAs [1-3]. Using solid phase epitaxy (SPE) method to prevent segregation of 

dopants in MBE growth and then to realize 8-doping in Si, a few results have been reported on 

Si 8-FETs [4,5]. In this paper, we present the experimental results on growth, fabrication, 
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performance and characterization of Si delta-doped FETs grown by Si MBE and low-energy Sb 

ion doping technique [7]. 

II. Growth and fabrication 

Epitaxial growth of Si films was performed in a VG-80 Si MBE system. N-type delta-doping 

was carried out using an electron-impact, single grid, low-energy ion source providing an 

accelerated Sb ion beam. This doping technique overcomes well the severe problems of thermal 

coevaporation doping, induced by surface segregation of dopants in Si MBE. The test delta- 

doping samples were analyzed by capacitance-voltage (C-V) profiling, high resolution cross- 

sectional transmission electron microscopy (XTEM) and secondary-ion spectrometry (SIMS). 

XTEM lattice images and C-V measurements showed that the full width at half maximum 

(FWHM) concentration of delta-doping profiles was < 2 nm and 3 nm in test samples of a wide 

range sheet doping density in delta-doping layer [7]. The 6-FET layer structures were grown on 

p-type (100) Si substrate of doping concentration about 1015-1016 cm"3. After growth of a 300- 

nm-thick undoped Si (of residual n-type doping density about low-1015 cm"3) buffer layer at a 

substrate temperature Ts=750 °C, the Si deposition was interrupted. The sample surface was 

exposed, at Ts=620 °C, to the low-energy Sb-ion source of a given flux for the time duration 

which was chosen such that the desired sheet doping density of 8xl012 cm"2 was obtained. An 

Sb-ion acceleration potential of 250 V was used during the exposure. An undoped Si cap layer, 

30 nm thick, was then grown at the same temperature. 

The thermal budget allowance should not exceed that used in material growth, to ensure that 

the characteristics of delta-doping layer are retained. A low temperature processing budget, 

without using ion implantation for source and drain contacts and then the high temperature post- 
implantation annealing, was used in fabrication of the Si 8-FETs. All processing steps were 

below 450 °C for which Sb out-diffusion was negligible. Following the mesa etching of 400- 

nm-depth which was down to the p-type substrate, a 400-nm-thick SiÜ2 film (thick oxide), 

serving as device isolation and passivation, was deposited by low-pressure chemical vapour 

deposition (LPCVD) in the mixture of SiH4 and O2 at 400 °C. After etching completely the 

oxide on the top of the then formed island, a 100-nm-thick oxide (thin oxide) was deposited. 

The source and drain contact windows were opened. A 1000-nm-thick Al film for source and 

drain contacts was deposited, defined and alloyed at 450 °C in N2 for 10 min. At this stage the 

non-selfaligned source and drain ohmic contacts to the delta-doped channel were formed by 

exposing two opposing edges of the mesa to Al film while the other two edges were kept 

covered with oxide. No high temperature post-implantation annealing were used. The Schottky 
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gates were formed by the deposition of a 100-nm-thick Pt film through the gate window on thin 

oxide and then by the gate definition. Fig.l shows a schematic diagram of the Si 5-FET. 

III. Performance of the device 

Fig. 2(a) shows a typical I-V output characteristic of 2 |imx500 |im gate devices. The device 

reaches a near pinch-off at the gate voltage of -2.5 V. However, as reported previously [1,5], 

the pinch-off is somewhat not completed at high drain voltage, due to the punchthrough. The 

breakdown characteristic of Schottky gate is shown in Fig. 2(b). The turn-on voltages of the 

gate diodes are typically 0.8 V, in accordance with the Schottky barrier height of Pt on Si. The 

breakdown voltages of the gate diodes (defined at a gate current of 0.3 mA/mm) measured on 

various FETs across the wafer are between 3.8 V and 4.7 V. 

A maximum transconductance of 28 mS/mm was obtained at Vgs=0.0 V and Vds=3.0 V , 

which is better than the best result of 20 mS/mm reported so far for the Si 8-FETs of the same 

gate length [5]. This is attributed to the higher sheet doping density in delta-doping layer used 

in our structure than that in [5]. The peak intrinsic transconductance at Vds=3.0 V is evaluated 

to be as high as 42 mS/mm, using an intrinsic transconductance extraction method [8]. The 

source and drain series resistances have not been optimized carefully in the non-selfaligned 

device structure and low temperature processing budget. 

Fig. 3 shows the measured extrinsic transconductance as a function of the gate voltage for a 

drain voltage of 3.0 V. The transconductance shows a broad plateau around its peak of 

FWHM>1.8 V, which is typical of delta-doped FETs, in contrast to MODFETs which show a 

sharp peak of FWHM<0.5-0.7 V in the transconductance vs the gate voltage because of the 

onset at high gate biases of parallel conduction in high-bandgap barrier layers of low mobility. 

The presence of a broad plateau in transconductance in the 5-FET is due to that the carriers are 

confined in a V-shaped potential well while high forward gate bias can be applied since the gate 

is on the undoped layer above the delta-doping sheet. 

IV. Charge-control and low-field mobility in Si 8-FETs 

In studying operation of a FET, there are two important physical parameters which have to 

be taken into account carefully [9]: the charge-control process of the gate, i.e., how the carrier 

density in the channel ns changes with the gate voltage Vgs; and the low-field drift-mobility of 

the channel carriers and its possible dependence on the gate voltage. No effort so far has been 

devoted to investigate the charge-control in the 8-FET. As for mobility, all published results 
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were for Hall mobility in delta-doped bulk structures without the gate and no gate voltage 
modulation effect on mobility which exists possibly in the 5-FET could be measured. The gate 

charge control and the low-field drift-mobility in Si 5-FETs is study experimentally by using C- 

V and I-V techniques to the "fat" devices of a 10 (im-long and at least 500 |im-wide gate. 

The gate-to-channel capacitance Cgc vs the gate voltage Vgs were measured by tiring source 

with the drain. Shown in Fig.4 is an example of the CgC-VgS characteristics of Si 5-FETs 

measured at 300 K. The gate-to-channel capacitance in Si 8-FETs increases with the increasing 

gate voltage and has no saturation trend over the gate voltage range used. This is quite different 

from the Cgc-VgS characteristics of MODFETs [10] and MOSFETs [11] in which an almost 

constant Cgc, corresponding to a near-linear charge-control, could be measured in the strong 

inversion regime. The gate charge-control can be obtained experimentally by [12] 

qns(Vgs)=ps Cgc(V) dV . (D 

Fig.5 gives ns vs Vgs for the device used in Fig.4. There is clearly a strong nonlinearity in 

measured charge-control process. The solid line in Fig.5 is the fitting of a quadratic model we 

suggested previously [13,14] 

ns(Vgs)=A[(Vgs-Vth)+B(Vgs-Vth)2]   , for Vgs>Vth (2) 

to measured data. Here A, B and Vth are constants and Vth is so-called threshold voltage. It is 

obtained from data fitting that in our Si 5-FETs A«6.21xlOn cm^V"1, B-0.59 V'1 and Vth- 

-2.45 V. (2) fits well experimental result. This verifies our previous suggestion. A comparison 

of the charge-control between experiment and a calculation based on an exact model in [13] was 

made and shown in Fig.6. The agreement between them is quite well when Vgs is far above 

Vth- The agreement becomes poor as Vgs is close to or below Vth because the distributive 

nature of the large channel resistance deforms strongly measured Cgc-Vgs characteristics. 

After ns vs Vgs of a FET was experimentally determined, the drain currents Ids or the drain 

output conductances gd=9W9Vds were measured in the small drain bias region (typically less 

than 40-50 mV). The low-field drift-mobility \ia at a specific Vgs can be found from [12] 

L        Ids L     gd (3) 
^a~  W   qnsVds -  W   qns   ' 

where L is the gate length and W is the gate width. We used gd in extracting |ia to minimize 

measurement error. gd at a given Vgs was obtained by linearly fitting Ids vs Vds measured for 
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Vds^ 40 mV. Fig.7 shows a typical result of the measured (ia vs Vgs in Si 8-FETs. There is 

clearly a gate voltage dependence. For Vgs>-2.0 V (a value close to Vth), M-a decreases as Vgs 

increases. In contrast, |ia decreases drastically with the decreasing Vgs for Vgs<-2.0 V. 

However, we should pointed out that the later trend may be only an artifact. There is an error, 

as discussed above, in measuring ns from measured Cgc-Vgs characteristics as Vgs is close to or 

below Vth- In this gate voltage region the overestimated carrier density ns, as seen from the 

comparison with the theoretical curve in Fig.6, would result in an underrated drift-mobility (ia. 

In fact the drift-mobility shown in Fig.7 is an average value 

X M-i.k ni.k 

Vz=     U  , (4) ns 

where ns= X ni k> i is the index of subbands, k=l, 2 is the index of the set of subbands 
i,k 

corresponding to two different electron effective masses along the [100] direction [13], n^ and 

liijj are the sheet density and mobility of electrons occupying in the subband of indices i and k, 

respectively. Therefore the gate voltage dependence of mobility in Fig.7 reflects the shifts of 

both the subband occupancy and subband mobility [15]. Using the concept of the average 

mobility, all the channel carriers available for conduction are like having an unified mobility. It 

is, therefore, very convenient to use the average mobility in device and circuits CAD. We 

propose the following simple linear form 

Ma=M0[l-e(VgS-V,h)]       for  Vgs > Vfl,, (5) 

to fit measured mobility data in Si 8-FETs. Here ^o and 0 (>0) are two constants. (5) fits well 

experimental data, as shown by the solid line in Fig.7. |io=172 cm2/Vs and 0=0.15 V-1 were 

obtained from the curve fitting. 

V. Summary 

Si delta-doped FETs have been fabricated using low-energy Sb ion doping technique to 

realize delta-doping profile during Si MBE growth and a low temperature budget in device 

processing. The FETs with a gate length of 2 (j.m showed a gate breakdown voltage of 3.8-4.7 

V and a maximum extrinsic transconductance of 28 mS/mm, corresponding to an intrinsic value 

of 42 mS/mm. Those are the best reported so far in Si 8-FETs of similar gate length. The gate 

charge-control and low-field drift-mobility in Si 8-FETs were measured using C-V and I-V 
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techniques. Measured charge-control showed a strong nonlinearity and was in good agreement 

with theoretical result based on an "exact" quantum-mechanical model. We observed, for the 
first time, that the drift-mobility in the 5-FET was decreased with the increasing gate voltage. 

Both the nonlinearity in the charge-control and the gate voltage dependence of the drift-mobility 

would have large influences on dc and high-frequency performance of the device. 
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the gate voltage of Si 8-FETs measured at 
300 K. 

Fig.5 Electron sheet density vs the gate 
voltage obtained from the measurement in 
Fig.2. Solid line is the quadratic fitting to 
measured data using equation (2). 
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Fig.6 Comparison of measured (marks) 
and calculated (solid line) electron sheet 
densities vs the gate voltage. 
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Fig.7 The average low-field electron 
drift-mobility vs the gate voltage. Solid 
line represents the linear fitting by 
Ha=W)[l-e(VgS-Vth)], for Vgs>Vth. 
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Abstract 

We have calculated the response of a sub-micron GaAs optical switch 
to light pulses of wavelengths 799 nm, 734 nm and 633 nm. 

It was found that the response of the total current (including dis- 
placement) at 799nm was characterized by an approximately exponen- 
tially decaying current, whilst at 633nm the current first rose to a peak 
before falling exponentially again. For the intermediate wavelength, the 
response was broadly exponential, though interrupted by a peak corre- 
sponding to the peak electron photocurrent. 

The response of the electron photocurrent component was character- 
ized by an initial rapid rise to a peak after about 2 picoseconds, followed 
by an exponential decay. The initial pulse reached its peak later and 
was broader for the higher energy radiation, the delayed response being 
explained by the larger population of electrons raised to the lower sym- 
metry heavier bands at the higher creation energies. The hole response 
was largely unaffected by the energy of the incident radiation. 
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1 Introduction 

Optical devices are playing an increasingly important role in the electronics 
industry. Ever faster baud rates require faster optical switches and as such 
much attention is being devoted toward the optimization of these devices. 

Relatively little theoretical work has been done in this field, largely because 
of the scarcity of bipolar simulation codes of the Monte Carlo variety. Of those 
that have been done Rosenzweig et al (1990) do not include displacement 
currents in their analysis and Peterson (1987) uses a drift diffusion method 
applied to silicon. Drift diffusion codes are unfortunately not well suited to the 
simulation of sub-micron GaAs devices [1] [2] [9] due to transient transport 
phenomena and as such only an exact solution of the Boltzmann transport 
equation will supply reliable solutions. 

Of the various forms of switch, one of the most attractive is the GaAs 
Metal-Semiconductor-Metal (M.S.M.) type with interdigitated Schottky con- 
tacts which are well suited to monolithic integration and possess the qualities 
of a small capacitance and high carrier clearance rate (a 105 Ghz band width 
has been measured by Van Zeghbroek et al (1988)). 

Although the favoured wavelength of the light used in this type of switch 
is toward the low energy part of the visible spectrum « 850nm, we believe it 
of interest to explore the effects of using different wavelengths and to this end 
we have used a 2 dimensional bipolar Monte Carlo simulation code to study 
the response a sub-micron optical switch to different energies of radiation. 

2 Method 

Monte Carlo simulation is a useful means of simulating the behaviour of small 
semiconductor devices. Unlike conventional (Drift Diffusion) simulation meth- 
ods which assume the existence of equilibrium carrier transport conditions 
throughout the device, the Monte Carlo method provides an essentially exact 
solution of the Boltzmann transport equation and is prone only to statistical 
errors. 

The method simulates the motion of charge carriers through a semicon- 
ductor device by following the progress of several tens of thousands of "super 
particles". Each super particle represents a number of real particles such that 
the charge applied to the super particles will reproduce the correct charge 
density. These particles are propagated classically between collisions accord- 
ing to their velocity, effective mass and the prevailing field. The selection of 

-19 
237 



Charge Creation 

Region. 

L, 

Figure 1: The Idealized Device Geometry of the simulation indicating the 
charge creation region. W — oo, Lj = Q.Qfim, Lc — 0.2/im and H = 0.5/xm. 

the propagation time, scatter mechanism and other related quantities is done 
by generating a random number and using this number to select, for example 
a scatter mechanism, from a predetermined table of probabilities. A thorough 
discussion of the Monte Carlo method may be found in Fawcett, Boardman 
and Swain (1970). The model employed consisted of a 2 dimensional code 
simulating electron transport in GaAs in a three spherical band approxima- 
tion and hole transport in a two warped band approximation. Details of the 
scatter rate formula and parameters used for the holes may be found in [3] 
and [12] and for the electrons in [7] [8] . 

The model simulated 15000 electron-hole pairs created according to an 
assumed Gaussian pulse of radiation from a laser with a standard deviation 
of 144 fs. The incident radiation (and hence the created charge) was assumed 
to be attenuated with a decay length A of 0.234 microns [15]. 

n = nmexp 
A (1) 

The pulses were assumed to be of sufficient intensity to create a number of 
particles (nm) equivalent to a density of 0.375 x 1023?n-3. The potential was 
updated every 15 femto seconds using an exact matrix solution method of the 
L.U. type [13] on a mesh of 0.015 by 0.015 microns and a cloud A.i cell charge 
assignment and force interpolation scheme. The contacts were simulated using 
conventional "Schottky contacts" [11]. Recombination was not included in the 
simulation as the timescale of the "sweep out" of the device took place over 
the order 10_n seconds, many orders of magnitude below the recombination 
time. 
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We calculated the response of the device to pulses of wavelengths 799 nm, 
734 nm and 633 nm (equivalent to creation energies of 0.005 Hartrees, 0.01 
Hartrees and 0.02 Hartrees under a bias of 0.1 Hartrees (2.72 Volts). 

3    Results 

Our results are best understood by first looking at the electron photocur- 
rent component of the total current before adding the displacement current. 
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Figure 2: The electron photocurrents for the three wavelengths of incident 
radiation. 

Figure 2 displays the the electron photocurrents at the three wavelengths of 
799nm, 734nm and 633nm. The electron current response curves are broad- 
ened and the rise time of the initial peak substantially lengthened by light of 
shorter wavelength. The reason for this can be seen in figure 3 which shows the 
electron band populations at the wavelengths of 799 and 633nm respectively. 
Clearly, a substantially greater proportion of electrons created at the higher 
energy (corresponding to the lower wavelength) are quickly promoted out of 
the light T valley (band 1 in the figure) to the heavier lower symmetry bands 
(bands 2 and 3), thus delaying the response of the electrons. The anode and 
cathode total currents, broken down into their components are displayed in 
figure 4. As can be seen, the first picosecond of the total current is dominated 
by the displacement current which is caused by an increase of electric field at 
the anode and cathode. This is due to electrons and holes moving under the 
initial electric field causing highly charged regions to either side of the charge 
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Figure 3: The electron band populations at the wavelengths of 799 and 633nm. 
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creation region. This movement is much slower in the 633nm case than the 
799nm case due to the higher effective mass of the electrons, and so explains 
the difference in the initial rise time of the current. 

As the electrons start to pass through the anode, the total charge density 
on the anode side begins to reduce (both because electrons are being lost 
through the contact and because holes are also diffusing into the region (see 
figure 5)). This in turn causes a reduction in the electric field at the anode with 
a corresponding displacement current in the opposite direction and similar 
magnitude to the electron photocurrent. Eventually the electric field at the 
anode becomes very small with most of the potential drop occurring over the 
positively charged cathode side. 

The current is then dominated by the photocurrent on each contact with 
electrons diffusing out of the anode and holes being driven out of the cathode 
under the high electric field. As the electrons are lost, the extent of the charge 
neutral region on the anode side reduces (see figure 5 at 15 and 25ps) with 
corresponding changes of potential. In the final stages (after about 50ps) when 
most of the electrons are lost from the device, the current on the anode side 
once again has a significant displacement current component as the electric 
field on the anode returns to its' initial value. 

3.1    Errors 

Figure 6 shows the charge and current through each contact compared at 
734nm. During the initial rapid transient the error in the charge conservation 
is approximately 7% but this quickly falls to much less than 1 % non-charge 
conservation. Much of this error is due to the numerical integration of the 
electric field over the contact which in effect meant that the number of points 
were the electric field was known was limited by the mesh size (14 points across 
the contact). Smaller sources of error arise from the lack of consideration of 
magnetic field components in the simulation and the coarseness of the super- 
particle to real particle ratio in the simulation which in the case of the lower 
hole currents reveals itself as "roughness" in the current curves. 

It should be stressed that the simulation was 2 dimensional and as such 
assumed that the depth (H in figure 1) of the swit  i was infinite. 

4    Conclusion 

The initial current is dominated by the displacement current, the rise time 
is determined by how quickly highly charged regions can be formed to either 
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Figure 6: The current through each contact compared for at 799nm showing 
the error in charge conservation. 

side of the charge creation region. 
We can see no (speed) advantage in using higher energy radiation as this 

causes promotion of the electrons to higher energy and heavier bands which, 
as just mentioned, slows the initial displacement response and also slows the 
passage of the electron photocurrent. In addition the slower photocurrent 
can cause undesirable structure to appear in the current pulse due to the late 
arrival of electrons at the anode, rather than merging smoothly with the initial 
displacement current pulse. 

An overall faster response (in terms of clearing the device of charge carri- 
ers) can be achieved by lowering the intensity of the incident radiation, thus 
reducing the amount of screening at the cathode and so maintaining a strong 
electric field over the entire device. 
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ABSTRACT 

Although large-signal models for GaAs MESFETs have been developed extensively, the same is 
not true for heterojunction bipolar transistors (HBT's). A first-order model, based on first-order 
device physics, is used for harmonic distortion analysis of an inverted HBT. It is shown that the 
first-order model is adequate at medium power levels and inadequate at higher power levels 
where the device is driven into hard saturation and cutoff. 

I. INTRODUCTION 

With advances in the fabrication of heterojunction bipolar transistors (HBT's), there have been 
numerous articles covering various aspects of the HBT performance [l]-[2]. Kim et. al. [1] have 
reviewed the GaAs device fabrication and IC technology in detail. An advantage of HBT's is 
their high linearity. Third-order intermodulation distortion points (IP3) up to 35 dBm have been 
reported [1]. Efforts in both linear and nonlinear modeling of HBT's have been ongoing [3]-[7]. 

This paper presents the application of the first-order bipolar model to the simulation of HBT 
nonlinearity. The quasi-static method based on small-signal measurements and modeling at 
various bias points is used. Equations governing nonlinearity of the intrinsic elements are 
deduced and used in a harmonic balance simulator. The simulated second and third harmonics 
are then compared to corresponding measurements. Although, by virtue of its size and I-V 
characteristics, the device used here is suitable for small-signal operation; the large-signal 
modeling presented here demonstrates the limitations of the first-order model. 

H. DEVICE MODELING 

The device used here is a 5 x 10 ^m2 InGaAs/InAlAs/InP inverted HBT with an fr of 24 GHz. 
The layer structure and the I-V characteristics of the device are shown in Figures 1 and 2, 
respectively. The fabrication and performance of this device have been reported in [2]. Small- 
signal modeling efforts and investigation of the bias-dependence of the intrinsic elements have 
also been reported [5], [8]. 
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For large-signal simulations, the quasi-static modeling technique based on small-signal 
measurements is used. Small-signal s-parameters are measured over a wide frequency band 
(0.05 to 26 GHz) and bias conditions from cutoff to saturation. Thirty nine bias points are 
chosen within the range of base current (lb) from 0 to 250 ^A and collector-emitter voltage (Vce) 
from 0.6 to 2 V. The small-signal model, shown in Fig. 3, is fitted to the measured s-parameters 

at each bias point. This is done using the commercial software Touchstone [9]. The parasitic 
elements, Cbe, Cbc, Qe, U> Le, Lc, and contact resistors, Rb, Re, RE, and the intrinsic base 
resistor (included in Rb) are assumed to be linear and invariant with bias. The bias-dependent 
elements are Re, Ce, Cc, Oo, and g0. It has been shown that consideration of the bias variation of 
these elements is sufficient for accurate small-signal modeling [8]. The maximum normalized 
errors of the small-signal fits averaged over 39 bias points are 6% for Sn, 11% for S21, 8% for 
S12, and 8 % for S22 at the fundamental, second, and third harmonic frequencies of 6,12 and 18 
GHz. The details of modeling efforts over the bias region can be found in [8]. 

The following equations are used for the characterization of intrinsic elements 

Ce = Cje + T0 . ge 

r1              CJC 

where   ie = i0 (e 

where   ge = g- 

(.c —           ' 

V         v0 

CCQ = ao + ai. vce + a2. ie 

where all voltages and currents are those of the intrinsic device. The first three equations are 
given by first-order device physics. The fourth equation is also well known, where ve is the 
Early-voltage of the device. Given the fact that the device model neither accounts for saturation 
nor avalanching, the last equation is included in order to account for variations of Oo with bias. 
These equations are fitted to the bias variation of the intrinsic element values and the 
corresponding constants are determined. 

During small-signal measurements, the base current (lb) and the external collector-emitter 
voltage (Vce) constitute the sources while the collector current (lc) and the external base-emitter 
voltage (Vbe) are measured. Given the external bias voltages and currents, the intrinsic voltage 
and current values need to be determined. Since the element values deduced from small-signal s- 
parameters are not consistent with the measured external DC bias, a hybrid approach is used in 
which the bias values of lb and Vce and the values of OQ and g0 as determined from small-signal 

modeling are taken as independent variables. The two parameters vt and i0 are then adjusted for 
a fit between the measured and modeled R» and the measured and modeled Vbe- Given vt and i0, 
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the intrinsic bias values are determined and used for determination of the model parameters Cje, 
To, Cjc, v0, ve, ao, ai, a2- The model parameters are listed in Table 1. Figures 4 through 8 present 
plots of the intrinsic element values, Re, Q, Q, go, oto, as determined by small-signal modeling 
together with those determined from equations of the first-order model. The two parameters in 
Figures 4 through 8 are the base current (lb) and the external collector-emitter voltage (Vce) with 
increments of 50 ^A and 0.2 V respectively. These figures show that the first-order equations 
are not adequate for modeling Ce and Cc over their entire bias range. In addition, a higher order 
variation for cto with respect to ie should be considered. 

ffl. SIMULATION OF HARMONIC DISTORTION 

A harmonic balance simulator was developed for a personal computer incorporating the model 
equations. A simulation was performed at 6 GHz and bias of Vce = 1.2 V and lb = 150 pA 
corresponding to Ic of 4.5 mA . Figure 9 shows the measured and simulated fundamental, 
second, and third harmonics. The maximum deviation between the measurements and 
simulations are: fundamental, 0.5 dB, second harmonic, 3.4 dB, and third harmonic, 7.3 dB. It is 
evident that at output power levels exceeding -3 dBm, corresponding to 4.5 mA of peak swing 
across the output 50 Q. load, the simulated second harmonic response begins to deviate from the 
measurement. This demonstrates the limitations of the model as it does not account for hard 
operation within the saturation and cutoff region. A more elaborate model taking into account 
the forward operation of the base-collector junction should result in an improved simulation. 
There is only limited success in simulating the third harmonic. The slopes of the simulated and 
measured third harmonic distortion are not the same. Although the slope of the simulated third 
harmonic distortion is 3, the measured distortion has a slope of 2.5. However, at higher power 
levels the third harmonic simulation does approach the measurement. 

IV. CONCLUSION 

The use of the first-order bipolar model for harmonic distortion simulation was investigated. 
The values of the intrinsic elements as deduced from small-signal modeling were fitted to and 
compared with those of the first-order bipolar model. The device modeling technique was 
outlined. A harmonic balance simulation was performed demonstrating the use and limits of the 
model. In summary, the first-order bipolar model is adequate for modeling the second harmonic 
distortion up to power levels where the device is driven into saturation or cutoff; and its use for 
modeling the third harmonic distortion is limited to higher power levels. 
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Fig. 3   Equivalent circuit model of the HBT. 
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Table 1   Parameters of the first-order model's intrinsic elements. 

Vt 25 mV v0 
1.0 V 

io le-16A ve 
2.0 V 

Cje 0.13 pF ao 0.915 

to 3pS ai 0.03 V"1 

Cjc 0.033 pF a2 4.0 A"1 

30 

20  " 

10 

Small-signal fitting 
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Fig. 4  Plot of Re versus the internal emitter current (Ie) with the base current (lb) and the 
external collector-emitter voltage (Vce) as parameters. 
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Fig. 5  Plot of Ce versus the internal emitter current (k) with the base current (lb) and the 
external collector-emitter voltage (Vce) as parameters. 
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the external collector-emitter voltage (Vce) as parameters. 
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Abstract 

We have systematically investigated technological parameters of AIo.3Gao.7Aa/GaA« power heterojunc- 
tion bipolar transistors (HBTs) using finite-element modelling, taking into account the temperature 
dependence of the semiconductor materials involved and a realistic nonplanar mesa structure Our 
calculations include a multilayer structure and raise the question of the magnitude of heat transfer via 
top metal contacts. Equally important, for the case of multielement power HBTs with close element 
spacing the lateral spread of the heat flow is inhibited by the neighbouring elements and the depen- 
dence of the thermal resistance on element spacing and substrate thickness can be approximated by a 

very simple analytical relationship. 

I. INTRODUCTION 

Power amplification at microwave frequencies using heterojunction bipolar transistors has received signif- 
icant publicity of the past few years. Most noteably, HBTs offer high output power per unit length and 
excellent power-added efficiencies. Contrary to FETs which are largely limited by maximum current and 
breakdown voltage, HBTs are limited by thermal constraints - their full potential can only be utilized under 
pulsed low-duty-cycle operation [1]. The management of heat currents inside HBT structures becomes a 
serious' concern in the design of microwave power HBTs when maximized average output power is the goal. 
Most researchers have, up to now, approached the thermal simulation of these devices as a planar, single- 
or multilayer problem [2]-[4]. Real microwave HBTs, however, have a strongly nonplanar mesa structure 
composed of vertical sections of semiconductor materials with varying composition and doping. The thermal 
conductivity of HI-V semiconductor materials like GaAs and InP is much worse than that of Silicon and, 
as the latter, decreases significantly with increasing temperature [5]. In case of ternary semiconductors like 

AlGaAs, the thermal conductivity is also a strong function of the stochiometry [6]. 
As our numerical calculations show, the lateral thermal flow in a one-emitter HBT and m a multi-cell 
HBT leads approximately to a homogeneous heat transfer through the substrate. This homogeneous heat 
flow can be discribed by a simple analytical formula, so that predictions about the thermal behavior of 
a power HBT for different substrate materials, for different lateral dimensions and for different substrate 
thicknesses can be made. In case of the one-emitter HBT, when the geometry is small compared to the 
substrate thickness and chip dimensions, the heat will diffuse laterally and vertically until the chip borders 
are reached at which point the flow will become near-homogeneous in the vertical direction. 
To achieve l'arge output powers from a single transistor chip, practical power HBTs combine many transistor 
cells in close proximity [7]. In such a case, the dissipated heat from the neighbouring elements decreases 
the lateral temperature gradient and consequently the lateral flow. This means that the cross-section of 
substrate through which the heat can be passed gets drastically smaller for all but the boundary elements, 
leading to an increase in the thermal resistance which can also be described by an analytical formula for 

an homogenous heat flow through the substrate. 
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Owing to the rather poor thermal properties of popular microwave semiconductors, means to improve heat- 
sinking are in great demand. Besides the usual thinning of the substrate, placement of thin-film devices 
on substrates of superior thermal conductivity and thermal transfer via thick surface metal contacts have 
been investigated in the context of this work. 
Collector-up heterojunction bipolar transistor structures have been the scope of work by several authors 
[8],[9]. They possess an inherently small base-collector capacitance, significantly increasing the maximum 
frequency of oscillation over emitter-up transistors with the same base sheet resistance. This property makes 
them attractive also for microwave power applications. As a demonstrator for the techniques employed in 
our calculation method, we will show how, in case of Alo.3Gao.7As/GaAs devices, the inverted structure 
adversely affects the junction temperature. 

II. GENERAL CONSIDERATIONS 

As a twodimensional model for the unit cell of a typical power HBT we chose the layer structure and 
geometry depicted in Fig. 1. As can be seen, the emitter width was 2fim, the base-emitter spacing 0.2um, 
the base width 100 nm, the collector width 1 fim, and the substrate thickness 100 fim, to highlight the more 
important parameters. 

Au-Contact 

Emitter-Cap 

Emitter 

b9 \ 

Emittercap: GaAs, Nd = 5el8 cm*-3, h2 = 0.1 
Emitter: AlGaAs, Na = 5el7 cm*-3, h3 = 0.2, b2 = 1.0 
Base: GaAs, Nd = 5el9 cm'-3, h5 = 0.1 
Collector: GaAs, Nd = lel6 cm*-3, h6 = 1.0 
Subcollector: GaAs, Nd = 5el8 cm*-3, h8 = 0.5 
Substrate: GaAs / Si / InP / Diamond (2a), h9 = 100 

bl = 0.5 * b = 13 
b3 = b5 = b6 = 0.2 - 2.0, b8 = 0.2 - 2.0 
b4 = 3.0 , b7 = 3.0 
hi = 0.5 , h4 = 0.2 , h7 = 0.2 

Figure 1: Twodimensional model for one cell of an AlGaAs/GaAs-RBT. All dimensions are in /im. 

The main quantity in a thermal modell for a semiconductor device is the thermal conductivity A. In 
semiconductors, A shows approximately a \/T temperature dependence. This temperature dependence 
results from heat transport mainly by acoustic phonons. An increase in doping concentration leads to an 
increased scattering of acoustic phonons by the quasifree electrons and holes, so that A decreases [5]. In 
the ternary semiconductor AlxGa\-xAs, where typically x — 0.3 in the emitter of an HBT, one observes 
an important reduction of the thermal conductivity compared to GaAs. This observation can be explained 
by the increased disorder in the GaAs crystal lattice due to the substitution of Ga by Al, leading to a 
remarkable mass difference scattering of the acoustic phonons [6], and reducing the thermal conductivity 
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as a consequence fi-, 
AGWSOOA") « 3.6  • \Alo.,Gao.-,A,(M0 A) . I1) 

So for thermal considerations the HBT described above represents an inhomogeneous body whose local 
thermal conductivity is influenced by the varying material (Al0.3Ga0,As, GaAs, An metallisations) and 
the varying doping in the semiconductor regions. As a consequence A gets an explicit dependence on the 
position x and the nonlinear heat equation for our semiconductor device can be written in the form 

- (V(A(x, T)) VT + A(x, T) A T) = »jj(x, T) , (2) 

where n, represents the dissipated power density. In our modell we assumed abrupt interfaces between the 
individual regions, so that the gradient of A at the interfaces is no longer defined, and as a consequence 
we must split the nonlmear heat equation (2) into an eleven-dimensional system of partly nonlinear partial 
differential equations of the second order, which are coupled via the boundary conditions: 

A      (il + ^r  =  o (3) XAu-°{dx* + dy*) 

l/ur^UiU^    =   0 (5) HfKHf 
M^>£)+£(^ -" (6) 

d2       d2 

XAUM
 \dx2 + dy2 

XAU
'"

2
 \dx* + dy2 

T   =   0 (7) 

T   =   0 (8) 

,   ,r|i+ür = o dl) 
dx2     dy2 

dx2     dy AJ4u,sc2      Q   o ""*" H„2 
T   =   0 - (12) 

The thermal conductivities A^e, Aec, Ae, Xb, XAuM, xAu,b2, Xc, Xsc, XAUiSCl, XAUiSc2 and Xsu describe the 
thermal behaviour in the emitter contact, in the emittercap-layer, in the emitter, in the base, in the base 
contacts in the collector, in the subcollector, in the subcollector contacts and in the substrate, respectively. 
Further we assumed that the dissipated power density TJJ is evenly distributed across the intrinsic collector 

depletion region Ve% and obtained 

r,j = £-,    Pj:=UbcIc. (14) 
*ci 

The boundary conditions are a very important part of any thermal model. The thermal resistance at 
the interface between the individual layers was assumed negligible, and hence the temperature is constant 
across the interface:  T{ = Ti+1.  In contrast to previous work, we allowed the metallizations to conduct 
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heat away from the device, according to Newton's law of cooling, which is an equation linking the normal 
derivative (n) of temperature and the temperature at the surface of the metallization (surm) 

Mu 
dn). 

= h(Ts, 1 amb) (15) 

The heat transfer coefficient h depends crucially on the device geometry and the environment it is embedded 
in (e.g.   distance to bond pad, bond wires) and is a subject of our present theoretical and experimental 
investigations. 

The bottom of the substrate was assumed to be on a constant ambient temperature (7s = Tamb = 293Ä') - 
a fair approximation considering that the thermal resistances within the device here are much larger than 
the case-ambient thermal resistances of commercially available packages. 

The free surfaces (surf) of the device are assumed to be thermally isolated, as heat dissipation by radiation 
can be neglected according to our calculations. Here, the gradient of the temperature field disappears: 

dn = 0 
surf 

(16) 

The problem as described above was solved using the finite-element program ANSYS. The mesh had to 
be chosen very dense (0.1 /im) in the vicinity of the heat source, to assure convergence in the presence of 
large temperature gradients there. Fig. 2 shows an example for a temperature distribution and a mesh 
density in the vicinity of the heat source. 

Figure 2: Temperature distribution in °C inside a nonplanar Alo.3Gao.7A3/GaAs-KBT structure for a power 
dissipation P = 2,5W/mm and for heat transfer coefficients he = 10"5 W/(K ßm2) at the emitter, and hbc = 
10     W/(R ßm ) at the base and collector contacts. 

To preserve memory and CPU time, the mesh density was gradually decreased with increasing distance 
from the heat source. 
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The finite-element method adopted here allows us to model more realistically the effects of the metal 
contacts and the stochiometry-dependent thermal properties of the semiconductor layers, particularly the 
Al0 3Ga0 7As emitter layer. Note that the inclusion of the metal contacts is important even if no heat 
transfer is allowed to the outside (he = hbc = 0), because they redistribute heat within the device, as can 

be seen in Fig. 2. . .    , 
While the one-emitter HBT is well suited to describe the method employed in our calculations, the numerical 
results presented below relate to a more realistic multi-element power HBT formed by placing many one- 
emitter cells side by side in close proximity on one substrate, with pitch 6 = 2 6x We assume that the 
cells in the middle of the multi-element power HBT dissipate the same power. No electro-thermal feedback 
mechanism is included in our model at this point. Then, for symmetry reasons, the elements are separated 

by adiabatic planes (a) where 

dn 
= 0 

and hence no heat is passed laterally between adjacent cells. 

III. NUMERICAL RESULTS 

For the multielement HBT outlined above, we consider the effect of various substrate materials, assuming 
that the HBT subcollectors sit directly on the substrate of choice. Such a structure can be fabricated 
using epitaxial lift-off [10]. For the emitter length le we choose 20 fim in our calculations. Not surprisingly, 
diamond fares best among the substrates investigated, see Fig. 3. 
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Figure 3: Effect of various substrate materials on the junction temperature Tmax in °C, vs. dissipated power in 

W/mm. 

The significant decrease in junction temperature obtained when choosing InP or Si over GaAs should be 
noted. The decrease of thermal conductivity with increasing temperature creates the nonlinear increase in 
junction temperature with increasing dissipated power for GaAs and InP, whereas for Si and diamond, a 

-21 
259 



linear relationship closely approximates the data. These calculations neglect the effect of heat transfer via 

surface metal contacts. 
To evaluate the effect of substrate thickness on the thermal resistance 

J-max       -L amb 
Rth 

Pj 
(18) 

we have to distinguish between single- and multielement devices. In a single-element device with one heat 
source of small geometry on substrates like GaAs with low thermal conductivity, lateral heat spreading 
prevails until the diffusive thermal flow reaches the chip boundaries. Substrate thickness, then, has a 
reduced effect on the junction temperature. In the more relevant case of many closely spaced transistor 
elements, this situation changes, as outlined above. The cross-section available for heat conduction towards 
the substrate becomes a linear function of the element spacing b. 
As Fig. 4 shows, the effect of substrate thickness becomes the more pronounced, the smaller the element 
spacing is. The lower curve, for an element spacing of 6 = 236 /im (=single HBT), represents a case with 
little thermal interaction, close to the single-element case. The top curve, representing a spacing of 36 um, 

shows a much stronger dependence. 

6000 

2500 

2000 
 h  
__J I I I 1 L. 

60 70 80 90        100       110       120       130 
Substrate Thickness Is 

Figure 4:  Effect of substrate thickness ls in urn on the thermal resistance Rth in KjW, for two different element 
spacings in urn, and a dissipated power of 1, 5 W/mm. 

In both cases, the dependence of the thermal resistance on the substrate thickness /., is approximately linear 

11,- 
R0 + T~ ■ T >    A2 := A • i 

A2    o 
Rth 

Ro     :     thermal resistance of collector and subcollector 

(19) 

which is typical for a homogeneous heat flow through the substrate and so the derivative of Rth is directly 
related to the inverse of the element spacing b 

dRth      1 
dh        b 

(20) 

Here, A is the mean substrate thermal conductivity, averaged over the temperature range in the substrate. 
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So far we have assumed that no heat is being transferee! away from the device via the metal contacts on 
top in accordance with the literature. Let us, next, try to assess the validity of this assumption. Lack- 
ins experimental data, heat transfer coefficients have been calculated for the emitter, base, and collector 
contacts In each case, the metal thermal conductivity was assumed to be constant (a very good approx- 
imation) and the heat flow within the metal to be homogeneous. For the base and collector contacts, we 

used a thickness of 0.5/im, leading to 

hbe = 10" 
W 

K fim2 

For the emitter contact, however, a very thick metal layer of 10/im was assumed in order to study the 
heat-sinking effect. While this number is about a factor of three larger than a typical airbridge our results 
indicate nevertheless that heat-sinking via emitter airbridge contacts cannot be neglected. We obtain lor 

the emitter contact heat transfer coefficient 

h. = 10" 
W 

K firri2 

Even larger coefficients should be possible by flipchip mounting of the device, as has been suggested. 
As Fig 5 clearly shows, the heat transfer via the contacts will have a very significant effect on the maximum 
junction temperature, owing largely to the heat-sinking effect of the emitter contact. 
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Figure 5: Effect of heat transfer via emitter, base, and collector contacts on the maximum junction temperature 

Tmax in °C for various magnitudes of power dissipation in W/mm. 

The influence of heat transfer via the contacts can also be dramatic when we consider the effect of element 
spacing on the maximum junction temperature for a given dissipated power. From both a chip real-estate 
and a microwave design point of view, close spacing is very desirable. If we neglect heat transfer over the 
contacts, we find that the maximum temperature Tmax is inversely proportional to the spacing parameter 

6 as Fig. 6 shows. ,,..,, 
This dependence can again be explained by a nearly homogeneous heat flow through the substrate. With 
the definition of the thermal resistance (18) and with equation (19) one gets immediatly for Tmax 

T„ ' Tamb + Pj Ro + 
Pjl, (21) 
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Figure 6: Effect of emitter spacing b in \im on the maximum junction temperature T„, 
of the heat transfer coefficient h in W/(Kixm2). 

in °C for various magnitudes 

Using our estimated heat transfer coefficients as outlined above, the dependence becomes much weaker due 
to a significiant heat conduction through the contact metallizations. If we allow h = 10~5 W/(K fim2) for 
all contacts (see Fig. 6, lowest curve), the temperature becomes independent of spacing. This seemingly 
surprising fact is due to the collector contacts being placed between individual cells in our assumed structure, 
thermally isolating the individual transistor cells if the heat transfer coefficient of the collector contact is 
large enough. Such a structure, as desirable as it might be, might be difficult to fabricate, however. 
Finally, let us consider an inverted HBT structure where the collector is on top and the Al0.3Ga0.jAs emitter 
is buried beneath the transistor structure. The main advantage of such a structure is the absence of any 
extrinsic base-collector capacitance, leading to a much improved maximum frequency of oscillation over 
a more conventional emitter-up device with comparable geometric design rules and base sheet resistance. 
In the context of power HBTs, however, this structure has the disadvantage that the heat flow from the 
base-collector region to the substrate now has to pass through the poorly heat-conducting Alo.3Gao.7As 
layer. The top curve in Fig. 7a shows that, in the absence of heat-sinking in the collector contact, we 
observe a significant increase in junction temperature. 
If we now allow substantial heat flow through the collector contact (hc = 10~5W/(K /j,m2)), Fig. 7b, the 
junction temperature of the collector-up structure is reduced to that of the emitter-up device. Effective 
collector contact heat-sinking is therefore essential for collector-up power HBTs. 

IV. CONCLUSION 

We have demonstrated finite-element modelling as a means to investigate the thermal behaviour of strongly 
nonplanar, inhomogeneous HBT structures. In multielement devices with close element spacing, lateral heat 
spreading is prohibited and the thermal transport in the substrate is near-homogeneous. The dependence 
of their thermal resistance on element spacing and substrate thickness is reduced to a simple, analytic 
formula.  The heat transfer coefficient of the metal contacts on top of the structure has been calculated 
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Figure 7- Maximum temperature Tmal in °C for a collector-up and emitter-up HBT structures vs. dissipated power 
in W/mm, for (a) no heat-sinking via contacts and (b) heat-sinking via contacts allowed. 

using realistic assumptions. It was found that increasing the heat transfer coefficient of the emitter contact 
to W-5W/{Knm2), e.g. by thick airbridges or flip-chip mounting on a heatsink, can markedly improve 

the thermal behaviour of power HBTs. 
Future work in this area will have to be directed towards experimental verification of the contact heat 
transfer coefficients, as well as establishing an electro-thermal feedback mechanism into the framework oi 

our simulations. 
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ABSTRACT 

A new three-terminal resonant tunneling transistor is realized by the molecular beam 
epitaxial cleaved edge overgrowth technique in GaAs/AlGaAs system. In addition to nega- 
tive differential resistance, this device exhibits both positive and negative transconductance 
behavior which can find useful applications in high speed logic circuits. 

I. INTRODUCTION 

Three-terminal resonant tunneling devices can provide many useful applications in 
future electronics. Over the years, this motivated many researchers; different resonant 
tunneling transistors were proposed[l, 2, 3] and some such new devices have been ex- 
perimentally realized[4, 5, 6]. Most of the work on resonant tunneling has been on bulk 
devices where three-dimensional electrons tunnel through the subbands of a quantum well. 
Luryi et al first proposed a novel three-terminal resonant tunneling transistor in which 
two-dimensional electrons tunnel through the subbands of a quantum wire[l]. In this 
structure, unlike bulk resonant tunneling devices, tunneling current can be controlled by 

a gate. 

We have realized this three-terminal resonant tunneling device, which we dubbed 
the surface resonant tunneling transistor (SRTT), by using the molecular beam epitaxial 
(MBE) cleaved edge overgrowth technique. The device exhibits negative and positive 
transconductance as well as negative differential resistance (NDR). SRTT can find useful 
applications in future ultra large scale integration (ULSI) and can be a potential alternative 

to current CMOS technology. 

II. GROWTH AND FABRICATION 

Fabrication of SRTT requires two crystal growth sequences. First, a double barrier 
structure is grown by standard MBE on a semi-insulating (001) GaAs substrate with the 
following parameters: 8000 A n+-GaAs contacting layer (Si-doped to 4 x 1017cm-3), 1.5 fim 
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undoped GaAs spacer layer, 70 Ä Alo.4Gao.6As barrier, 90 A GaAs well, 75 A Alo.4Gao.6As 
barrier, 1.5 fim undoped GaAs spacer layer, and 4000 A n+-GaAs top contact layer (Si- 
doped to 4 x 1017cm-3). Then, 4 mm x 8 mm size pieces from this wafer are loaded back 
to the MBE chamber for the second growth. Substrates are cleaved in the MBE chamber 
a few seconds before the growth. The second growth on the (110) surface consists of 20 A 
AlAs and 250 A Alo.3Gao.7As undoped spacer layers, a 300 A Alo.3Gao.7As layer containing 
ten equally spaced Si delta doping layers with a doping concentration of 1 x 1012cm-2 , 
and a 60 A GaAs cap layer. We grew at a lower temperature, T = 480 C, and at high 
arsenic beam equivalent pressure, P = 2 x 10-5 Torr, which has been shown to give a 
better quality of growth on (110) GaAs surface[7]. 

The sample structure of SRTT is schematically shown in Fig. 1. Ohmic contacts to 
the top and bottom contacting layers, to be called source and drain in the rest of the 
paper, are done by alloying AuGeNi and InSn metals, respectively. Subsequently, 100 A Ti 
is evaporated on the overgrown surface to serve as a gate. The channel width of the device 
is 300 [im. We also fabricated a two-terminal control device with no gate for comparison. 

III. RESULTS AND DISCUSSIONS 

Fig. 2 shows the I-V characteristics of the two-terminal control device. The device 
exhibits nonlinear I-V including multiple NDR regions. Sizes and positions of the features 
are consistent with the picture of resonant tunneling of two-dimensional electrons through 
the subbands of a quantum wire. 

I-V characteristics of SRTT measured at T = 4.2 K are shown in Fig. 3 (a) for 
common-source configuration. In addition to NDR the device exhibit negative transcon- 
ductance. In the saturation regime, drain current first increases, then decreases, and then 
increases again with increasing gate-source voltage, Vas- This negative transconductance 
behavior is more clearly seen in the data of Fig. 3 (b). As indicated by the arrows, the 
transconductance actually exhibits more than one dip as a function of VQS- 

This negative transconductance behavior can be explained in two ways. Firstly, in the 
saturation regime, voltage drop on the double barrier depends on the voltage at the pinch- 
off point which is only a function of gate voltage. In this way, by just changing the gate 
voltage, we can achieve resonance condition and resonances from the different subbands of 
the quantum wire would lead to the features observed in the transconductance data of Fig. 2 
(b). Secondly, gate voltage causes a fringing electric field between two-dimensional electron 
layers and the quantum wire which can also lead to negative transconductance behavior[1]. 
For this particular device, in the saturation regime, the negative transconductance behavior 
is mainly due to the former effect. 
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In conclusion, we have fabricated a new resonant tunneling transistor exhibiting neg- 
ative and positive transconductance behavior. 
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Figure 3: (a) ID-VDS characteristics for common-source configuration at T = 4.2 K. The 
curves are given for VGs changing from 0.01 V to 0.4 V with even increments of 0.03 
V. (b) Transconductance versus VQS in the saturation regime for VDS = 0.4 V. 
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Figure 1:    Schematic cross-sectional diagram of SRTT (not to scale). 
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Abstract: — We have studied electron transport in a variety of doped and modulation-doped 
InGaAs/AlInAs quantum wells within the context of FET performance in devices fabricated 
from the same structures. Electron velocities in the structure were characterized using Hall, 
geometric magnetoresistance, and high-frequency velocity-field measurements. Peak veloci- 
ties of 1.5 x 107 cm/s were measured for various delta-doped wells, while a peak velocity of 
2.0 x 107 cm/s was measured for the MODFET structure. The effect of various well widths 
on the transport characteristics was also studied. FETs with 1.8^m gate lengths and uni- 
formly doped channels had transconductances of 267 mS/mm while the MODFET had 
gm= 338 mS/mm. MODFETs with 0.5 ^m gates yielded gm= 590 mS/mm. In general, device 
performance was well correlated to the peak electron velocity and only somewhat correlated 
to the low-field mobility. 

Introduction 

The InGaAs/AlInAs quantum well system is of considerable interest due to its suitability for 
high speed transistor applications and for long wavelength opto-electronic applications. The 
advantages of this material system over other material systems such as the GaAs/AlGaAs 
system include higher electron mobilities, higher peak electron velocities, larger gamma-L 
valley separation, and a larger conduction band discontinuity at the heterojunction. Cur- 
rently, pseudomorphic InGaAs/AlInAs Modulation Doped Field Effect Transistors 
(MODFETs) grown on InP hold most FET performance records [1], However, the 
MODFET structure has several drawbacks. These include deep traps in the AlInAs donor 
layer [2] and an upper limit on the number of carriers that can be induced into the channel 
for transport. 

These problems can be avoided by introducing the dopants directly into the quantum well. 
Doped-channel FETs are viewed as promising devices and have recently attracted consider- 
able attention [3-6]. Heavily doping the channel, of course, degrades the low-field mobility 
of the structure. As device sizes continue to shrink into the deep sub-micron regime, how- 
ever, the importance of low-field transport is minimized due to more of the channel being a 
region of very high electric fields [7]. 
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In this paper we study electron transport in bulk InGaAs, in doped InGaAs/AlInAs quan- 
tum wells, and in InGaAs/AlInAs modulation-doped heterostructures. The effects of various 
doping profiles and well widths on electron transport and transistor performance are inves- 
tigated. 

All structures are grown lattice matched on InP:Fe substrates using gas-source MBE. Each 
quantum well structure consists of a 400-A back Al04gIn052As barrier layer, an n-doped 
InGaAs quantum well, a 250-A AlInAs gate layer, and a 50-Ä n+ In052Gaa47As layer to 
facilitate ohmic contact formation (see Figure 1). To study the effect of the doping profile 
on electron transport and transistor performance, structures with 300-Ä quantum wells were 
grown with both uniform and delta-doping profiles. The position of the delta-doping is lo- 
cated either at the center of the well (center delta-doped), 50-Ä from the top of the well (top 
delta-doped), or 50-Ä from the bottom of the well (back delta-doped). To investigate the 
effect of well width on performance, center delta-doped quantum wells were grown with well 
widths of 150-Ä, 75-Ä, and 40-A.   Finally, a delta-doped MODFET structure was grown by 

50 Ä n+ InGaAs 

250 Ä Undoped AlInAs 

InGaAs Transport Layer 

400 Ä undoped AlInAs 

S.I. InP Substrate 

Figure 1.    :    Schematic of the structures used for velocity-field measurements and transistors. 
The InGaAs quantum well width and doping profile were varied. 
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Figure 2. : Electron velocities measured in bulk n-In0.53Ga0.47As and bulk n-GaAs. The 
InGaAs sample clearly demonstrates superior low-field mobility and peak electron 
velocity.   Both samples are doped 3 x 10,(i cm-3. 

moving the delta-doping from the quantum well into the top AlInAs layer.   In this case, the 
thickness of the spacer layer between the delta-doping and the top of the 300-A well is 50-A. 

Transport Results 

Electron transport in these structures was characterized using low-field mobility measure- 
ments, microwave measurements, and when appropriate, geometric magnetorcsistance 
(GMR) measurements [8]. Low-field mobilities were measured as a function of temperature 
using the van der Pauw technique. At higher electric fields, domain formation occurs and 
electron velocities can not be accurately measured using dc techniques. Therefore, a micro- 
wave measurement technique was used to characterize high-field transport. This technique 
utilizes a large 35 GI Fz sinusoidal field superimposed on a small dc field as described in ref- 
erence [9]. Previously this technique has been used to measure electron velocities in bulk 
GaAs, in modulation doped GaAs/AlGaAs heterostructures, and in lightly doped 
GaAs/AlGaAs  quantum wells  [10].     Figure 2  shows  a comparison between measured 
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electron velocities in bulk.n-InGaAs and hulk n-GaAs control samples. The samples were 
doped 3.0 x 1016 cm \ The InGaAs sample had a low field mobility of 8097 cm2/Vs and a 
peak electron velocity of 2.6 x 107 cm/s, while the GaAs sample had a low field mobility of 
5260 cm2/Vs and a peak electron velocity of 1.7 x 107 cm/s. Clearly, the InCJaAs demon- 
strates both superior mobility and peak electron velocity. 

To evaluate the effect of various doping profiles on electron transport, Tour 300-Ä quantum 
well structures with 2-DFG concentrations of 2 x 1012 cm"2 were compared: uniformly 
doped, top delta-doped, center delta-doped, and back delta-doped. Due to the increased 
overlap of their electron wavefunction with the ionized impurities, all of the delta-doped 
samples had lower mobilities than the uniformly doped sample: ~3500 cm2/Vs as compared 
to 4059 cm2/Vs (at 300 K). Of the delta-doped structures, the back-doped sample had the 
lowest mobility of 3050 cm2/Vs. This is attributed to the additional scattering from the in- 
ferior quality of the inverted interface. We also note that due to the degenerate doping levels, 
none of the samples demonstrated carrier freeze-out at low temperatures. Most samples had 
mobility maxima at temperatures around 77 K. 

The center and the back delta-doped samples had a peak electron velocity of ~ 1.5 x 107 

cm/s. The back delta-doped and the uniformly doped samples had slightly lower peak 
electron velocities of ^ 1.4 x 107 cm/s (sec Figure 3). Previous transport measurements on 
lightly doped GaAs quantum wells had indicated that the peak electron velocity in center 
delta-doped quantum wells could greatly exceed that observed in uniformly doped quantum 
wells [10]. This is due to a decrease in the ionized impurity scattering probability as 
electrons leave the ground state and populate the first excited state of the quantum well. 
Due to the much higher sheet electron concentration present in actual transistor structures, 
this effect is largely masked, and we observed only a slight enhancement in peak electron 
velocity. The peaks in the velocity-field curves of the various structures occurred at various 
fields in accordance with the samples low-field mobility. Samples with lower low-field mo- 
bilities required significantly higher electric fields to achieve the same peak electron velocities 
as the higher mobility samples (5.8 kV/cm compared to 3.8 kV/cm). 

As the well width was decreased from 300-A to 40-A, we observed a monotonic decrease in 
mobility ( Mobility (40-A) = 1232 cm2/Vs ) and a similar decrease in peak electron velocity 
(0.89   x 107 cm/s). 

The MODFHT structure, while having excellent low field mobility (9411 cm2/Vs) reached a 
peak electron velocity of only 2 x 107 cm/s at a field of 2 kV/cm. This peak value is in good 
agreement with that measured by I long ct. al. [11] using a pulsed current- voltage technique. 
While this velocity is higher than that of the doped quantum wells, it is considerably less than 
the value expected from undoped InGaAs. We measure the peak velocity in a moderately 
doped (3 x 1016 cm 3) bulk InGaAs sample to be 2.6 x 107 cm/s. This result indicates that 
the primary factor limiting the velocity of electrons in MODFETs is the real space transfer 
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Figure 3. : Electron velocities in 300 A thick quantum wells. The doping profiles in the 
well were uniform, top delta- doped, center delta-doped, or back delta-doped. A 
MODlTiT structure is also included. 

of electrons from the InGaAs gamma valley into the gamma valley of the AlInAs barrier 
layers. GMR measurements were also performed on the MODFET structure. These results 
were found to be in good agreement with the low-field microwave data. 

Transistor Fabrication and Results 

Transistors with a gate length of 1.8 ^m were fabricated under similar conditions using 
standard photolithography. First AuGc/Au mctalizations were deposited. After lift-off, the 
contacts were annealed to become ohmic. This was followed by mesa isolation using a 
II3P04: II202: II20 (1 : 1 : 38) etch. Next, the gate recesses were formed using a selective 
etch of citric acid : II20 (1:1) [12]. Finally, Ti/Au gates were deposited (using electron beam 
evaporation) and lifted off. 

All structures exhibited excellent I-V curves with complete pinch-off and good output 
conductances .  Shown in Figure 4 is a typical family of curves for a 300-Ä uniformly doped 
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Figure 4. : I'ET characteristics at 300 K for a device with Lg= 1.8/zm. The active channel 
is a 300-A doped InGaAs quantum well lattice matched to InP. Gate voltages 
range from 0.0 to -1.6 V in -0.2 V increments. 

quantum well FHT. Table 1 contains the low-field mobility, peak electron velocity, extrinsic 
transconductancc, output conductance, and saturation current (gate unbiased) for all of the 
300-A quantum well structures. As can be seen, the MODPTiT structure displayed the 
highest transconductancc. However, the magnitude of the increase in the transconductancc 
of the MODFHT over the doped channel structures is much less than that expected from a 
comparison of the low field mobility data. Rather, the increase corresponds much more 
closely with the increase observed in the peak electron velocity. 

Of the doped quantum well structures, the uniformly doped well had slightly higher 
transconductancc than the others but with lower current levels. We attribute the higher 
transconductance to superior modulation of the carriers by the gate, while the lower current 
levels are a result of the slightly inferior high field transport properties. It should be noted 
however, that preliminary results on sub-micron (0.5 [im) devices indicate that as gate lengths 
arc reduced,  the delta-doped wells demonstrate both higher current levels and higher 
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transconductanccs than the uniformly doped wells (446 mS/mm compared to 315mS/mm) 
[13]. 

Doping 
Profile 

Low-Field n 
(cm2/Vs) 

(peak) 
(cm/s) 

a   ext 

(mS/mm) 
8o 

(mS/mm) 
'iXS sat 
(mA) 

Uniform 40.59 1.41X   X 107 267 3.39 3.21 

Top S 3424 1.37x x 107 214 5.42 4.2 

Center (5 3654 I.52x x 107 230 12.2 6.0 

Back S 3051 1.55x x 107 200 5.76 6.38 

MODFHT 9411 2.00x x 107 338 6.3 6.0 

Table  1.      Samples with 300Ä InCaAs/AIInAs quantum wells with various doping profiles. 

In general, the position of the delta-doping in the quantum well had little effect on transistor 
performance. The exception to this was the back delta-doped structure. As the distance 
between the gate and the delta-doping increased, a corresponding loss of control of the gate 
over the carriers results in lower transconductanccs. Also, placing the dopants close to the 
inverted interface degraded the ability of the device to totally pinch-off. It is possible that 
this leakage current through the back interface could be reduced by replacing the 400-Ä 
InGaAs layer with a low temperature buffer layer [14]. 

Well 
Width 

Low-Field n 
(cm2/Vs) 

(peak} 
(cm/s) 

p   ext 
bm 

(mS/mm) 
So 

(mS/mm) 
' DS sat 
(mA) 

300 A 3654 1.52x x 107 230 12.2 6.0 

150 A 2768 1.29x x 107 199 5.80 3.1 

75 A 2193 1.35x x 107 210 4.1 2.1 

40 A 1232 0.89x x 107 126 1.4 0.88 

Table 2.      Samples with center delta-doped FnGaAs quantum wells. 

As the quantum well width was reduced from 300-A to 40-A, we see a sharp decrease in the 
transconductance from 230 mS/mm to 126 mS/mm. The drain saturation current (for Vg 
= 0) also dropped drastically from 6.0 mA to 0.88 mA (see Table 2). Bahl et. al. observed 
a similar decrease in gm and ID sat in their study of the effect of well width on breakdown 
voltage [15]. Several factors are responsible for this decrease. First, as the quantum well 
width is reduced, the scattering probability between the electrons and the ionized impurities 
increases.  Also, scattering due to any roughness at the heterojunction interfaces will become 
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more important. Second, we observed an apparent decrease in the number of carriers 
available Tor transport. Although the dopant concentration remained constant, the measured 
2-DIKT concentration dropped from 2.5 x 1012 cm 2 for the 300-Ä well to 1.6 x IO12 cm'2 

for the 40-Ä quantum well. This is explained by the increased separation in energy between 
the donor levels and the allowed states in the well as the width of the well is reduced. Also, 
parallel conduction in the AlInAs layers occurs due to the electron wavefunction penetrating 
into the AlInAs barrier layers. One additional problem associated with the narrower quan- 
tum wells is that of contacting them electrically. As the well width decreased from 300-Ä to 
40-A, the contact resistance increased from 0.3 ohm-mm to 1.3 ohm-mm. This contact re- 
sistance is the resistance to electrically contact the conducting well. After the ohmic contacts 
were formed, we selectively etched away the top n+ InGaAs layer. The resistance was then 
measured using the standard transmission line model (TLM). 

Conclusion 

We have studied the effect of various doping profiles and quantum well widths on electron 
transport and transistor performance. We find that while the doping profile has a strong 
impact on low field mobility, the peak electron velocity in each of the doped 300-A wells is 
very close to 1.5 x 107 cm/s. The MODFIiT structure, while demonstrating superior low-field 
transport, did not reach the high-field peak velocity expected from bulk InGaAs measure- 
ments.   Rather, its peak value was limited by real space transfer into the AlInAs layers. 

For l.fymi gate length transistors, the MODITiT structure offers slightly better performance 
than the doped quantum well structures. In general, transistor performance followed the 
trends predicted by the transport data. The exception to this was the better than expected 
performance of the uniformly doped quantum well structure. Preliminary results on sub- 
micron devices, however, indicate that the superior performance of this structure disappears 
as gate lengths enter the sub-micron region. In general, the position of the delta-doping had 
little effect on transistor performance. Reducing the width of the quantum well strongly 
degraded both transport and transistor performance. 
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INTRODUCTION 

There is a great need for electron sources for a variety of applications, such as 
klystrons, Traveling Wave Tubes (TWTs), planar panel displays, vacuum triodes, etc.. 
The cold cathode electron emitters under investigation currently can be basically divided 
into two types: field emitters and planar emitters. Field emitters are based on the field 
emission mechanism which was first presented by Fowler and Nordheim in 19281- A field 
emitter can be basically described as a triangular tip which can be made from 
semiconductors or metals by deposition and micro-fabrication techniques as shown in Fig. 
1  When a positive bias is applied to the anode which is placed very close to the tip which 
is grounded, a very high electric field could be established at the tip so that electrons inside 
the semiconductors or metals would have considerable probability to tunnel through the 
vacuum barrier and be collected by the anode. Extensive research has been done to 
fabricate reliable field emitter arrays with high emission current density, and various types 
of the field emitters, including the vertical and the lateral types, have been developed so far 
with great success. Microwave amplifiers and flat panel displays based on field emitter 
arrays have also been reported recently2'3'4. The main challenges which field emitters are 
facing are uniformity and reliability. The former is due to their sensitivity to fabrication 
processes, and the latter is due to the ion bombardment of the residual gases under 
operation which has been reported by many researchers. 

In planar emitters, electrons are accelerated inside solid state materials by internal 
electric field. Those electrons which reach the surface with enough kinetic energy to 
overcome the surface work function could be emitted into vacuum as shown in Fig. 2. A 
lot of work has been done in this area and many planar emitters based on different hot 
electron generation mechanisms have been described in the past 30 years. To obtain 
considerable emission efficiency and current density, the solid state surface is usually 
coated with low work function material (on the order of one mono-layer), such as cesium 
and cesium oxide. 

This paper reviews the development of planar cold cathodes and discusses the 
characteristics of AlGaAs/GaAs planar-doped-barrier electron emitters (PDBEEs) based on 
the study of their temperature dependent current-voltage (I-V) characteristics. 

HISTORICA!, PERSPECTIVE 

Since 1960, several types of planar cold cathode electron emitters have been 
demonstrated. Some of them showed very promising results and are still under 
investigation today. 

1. Tunneling electron emitters 
Mead5 reported his experiments on tunneling emission using a metal-insulator-metal 

structure based on his finding of tunneling of electrons occurring at a metal-insulator 
interface when a high electric field is present within the insulator6. Shortly, several groups 
reported their emission from tunneling emitters7'8'9. However, the results were not very 
encouraging. The emission current density and efficiency were too low for practical 
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application, and the emission was not stable and reproducible, mainly because the 
fabrication techniques were inadequate to form high quality ultra-thin metal and insulator 
layers at that time. Recently, Yokoo et al.w reported electron emission from Si-Si02-metal 
structures with an efficiency of 0.7%. But, the emission current density is low and the 
deterioration of the oxide at high fields results in poor stability of the emitters. 

2. Negative-electron-affinity (NEA) electron emitters 
A report by Scheer and Laar11 demonstrated that the work function could be below 

the edge of the conduction band of a cesiated p-type GaAs. Several electron emitters based 
on this negative electron affinity were then proposed. The use of a Schottky barrier at a 
metal-semiconductor contact to inject electrons through a thin metal film was first proposed 
by Atalla12 and electron emission from such a structure has been reported by using cesiated 
ZnS/Pt13 and ZnS/Pd14. 

Negative-electron-affinity (NEA) cold cathodes which consist of a forward biased p-n 
junction with a cesiated surface were proposed by Geppert15, and has been demonstrated 
from GaAs16-17'18, Si19-20, GaAsP21-22, and GaP23>24. An efficiency o f 4% and an 
emission current density of over 1 A/cm2 have been reported25»26. Several designs of 
vidicon-type tubes have also been demonstrated27. However, they usually suffered from 
operational instability and short life time mainly due to the loss of the activation material 
from NEA surface. Although some improvements have been made to stabilize the 
activation material28, to the best of author's knowledge, devices based on NEA cold 
cathodes have not reached practical applications. 

3. Si and GaAs Avalanche electron emitters 
In 1957, Burton29 reported his observation of electron emission from a Si p-n 

junction reverse-biased into avalanche breakdown. The electron emission he described was 
from a cesiated cleavage surface which intersects the p-n junction. Following the discovery 
of Burton, a lot of work has been done to look into the characteristics of this new 
phenomenon30'31'32. Besides silicon, silicon carbide (SiC) was also investigated33. 
However, all those early works didn't lead to any practical applications because of the low 
emission efficiency, low current density and poor reproducibility. Not too much progress 
was made in the 1970's until Van Gorkom and Hoeberechts at Philips Research 
Laboratories34 demonstrated their cesiated Si avalanche cold cathodes (SACCs) with the 
help of modern semiconductor technologies. After continuous research of more than ten 
years, the state of art silicon avalanche cold cathodes can emit electrons into vacuum with 
efficiency of 1 to 8 % and current densities of 300 to 3000 A/cm2 35. Small experimental 
TV tubes using silicon avalanche cold cathodes have also demonstrated36-37. Emission 
from non-cesiated silicon avalanche cold cathodes has been reported with a much lower 
efficiency on the order of 10~5 38>39. van Zutphen40 applied same device structure to GaAs 
and reported emission with an efficiency of l.lxlO-6 (non-cesiated surfaces). 

PLANAR-DOPED BARRIER ELECTRON EMITTERS (PDBEEs) 

Recently, we reported electron emission from GaAs41 and AlGaAs PDBEEs42. A 
planar-doped-barrier (PDB) structure basically consists of n+-undoped (/)-n+ layers with a 
p-type delta-doped layer inserted within the undoped region giving rise to a triangular 
barrier structure as shown in Fig. 3. When a positive bias is applied to the surface (the 
back is grounded), the p-i-n junction on the right of the barrier (acceleration region) is 
reversed-biased first until the acceptors of p+ layer are fully ionized (if they are not fully 
ionized under equilibrium), much like a reach-through transistor43 After the reach-through 
point, any further bias is distribute between two junctions so that the p-i-n junction on the 
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. left of the barrier (injection region) is forward-biased and the acceleration region is further 
reverse-biased. Electrons are then injected over the triangular barrier into the high field 
acceleration region and accelerated towards the surface. Electrons gain kinetic energy from 
the field and lose kinetic energy through various scattering processes, such as phonon 
scattering, impact ionization, electron-electron scattering, etc.. Those electrons reaching 
the surface with kinetic energy higher than the work function can be emitted into vacuum. 

The early applications of PDB diodes were based on their unique characteristics of 
adjustable barrier heights and asymmetrical rectifying characteristics. For those 
applications, PDB structures have relative low barrier heights (less than the half of the band 
gap) and thick undoped regions (on the order of thousand Angstroms). Experiments have 
shown that the current across those PDB diodes are governed by the thermionic emission 
over the triangular barrier. In a semi-log plot, I-V curves are almost straight lines. 
Observed non-linearity of the I-V curves has been attributed to the diffusion of carriers 
from n+ layers into the undoped regions44. 

According to thermionic emission theory, the barrier height of a PDB diode can be 
experimentally determined by temperature dependent I-V measurements. However, to our 
surprise, on a semi-log plot, the I-V curves of the PDBEE, which was the first reported 
GaAs based electron emitter45, are weakly dependent on temperature, and the curves are 
essentially parallel to each other as shown in Fig. 4. A negative differential resistance 
(NDR) feature at low bias is also observed at low temperature. This clearly indicates that 
the carrier transport across this PDBEE is not governed by the thermionic emission but 
rather by other mechanisms. 

TEMPERATURE DEPENDENT I-V CHARACTERISTICS 

To understand the electron transport across PDBEEs, which is essential to the 
understanding of device performance, a systematic study on the temperature dependent I-V 
characteristics of PDB diodes has been carried out. The diodes under investigation have 
the same layer and doping structure as listed in Table I. The only difference among them is 
the doping density of the p+ layer which is listed in Table II. Different from real PDBEEs, 
these test PDB diodes have a thicker uniformly doped n+ layer instead of a very thin n+ 
channel as the top layer in order to exclude the possible effects caused by the reflection of 
electrons at the surface. 

Fig. 5 shows the measured temperature dependent I-V characteristics of five PDB 
diodes listed in Table I and EL Among them, Fig. 5(c) is a good point to start our 
discussion. It corresponds to a p+ doping density of 8.4xl012 cm2. The I-V curves 
shown in this figure can be divided into three regions: (/) a low bias region which has weak 
temperature dependence in both magnitude and slope, (ii) a medium bias region which has 
a strong temperature dependence in both magnitude and slope, and (iii) a high injection 
region which is easily recognized as a resistive region. The cross-over voltage (Vcmss), at 
which regions (0 and (ii) intersect, increases with decreasing of the temperature as 
indicated by the dashed line in the figure. When I increases to l.OxlO13 cm"2 as shown in 
Fig. 5(b), region (ii) which is clearly shown in Fig. 5(c) can be barely seen and the 
complete I-V characteristics is weakly dependent on temperature. In addition to the weak 
dependence on temperature, there is a NDR feature at Va « 0.5 volts which becomes more 
visible at low temperature. As X increases further to 2.0xl013 cm-2, I-V curves are still 
weakly dependent on temperature and the NDR feature at low bias becomes more 
prominent as shown in Fig. 5(a). On the other hand, when Z decreases, Vcross shifts to 
lower bias and region (ii) becomes more dominant as shown in Figs. 4(d) and (e). 
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A schematic band diagram of a PDB diode under a bias of Va is shown in Fig. 6. 
Several possible current mechanisms are indicated in the figure as arrows. Jth is the 
thermionic emission term over the triangular barrier (contributed by electrons with kinetic 
energy larger than the barrier), Jfe is the current contributed by electrons with energy less 
than the barrier tunneling through the triangular barrier (thermionic field emission), Jbb is 
the tunneling current of electrons from the valence band to the unoccupied states in the 
conduction band through the energy gap of the acceleration region, Jr and Jg are the 
recombination and generation currents in forward bias and reverse bias junctions 
respectively, and Jh is the hole diffusion current. From simple diode theory46, it is not 
difficult to find out that Jh and Jg are less important in the PDB diodes under investigation 
and will be ignored during later discussions. 

As well known, thermionic emission currents depends strongly on temperature with 
the slope of semi-log I-V curves inversely proportional to temperature. On the other hand, 
tunneling current across the energy gap depends weakly on temperature both in the 
magnitude and slope. This suggests that the current transport may be governed by 
thermionic emission in region (ii) and by tunneling in region (0- With increasing X, the 
tunneling component (Jbb) becomes more dominant and finally the complete I-V 
characteristic is governed by the tunneling as shown in the Fig. 5(a). On the other hand, 
with decreasing X, the tunneling becomes less important and eventually the carrier transport 
will be dominated by thermionic emission (as observed in earlier PDB diodes). 

To obtain a quantitative understanding of the carrier transport across the PDB diodes, 
a simulation which takes into account the quantum mechanical transmission probability 
through the barrier and tunneling through the forbidden energy gap has been carried out. 
The details of the simulation have been published elsewhere47. Fig. 7 shows the result of 
the simulation for diode C at room temperature (300K). The open squares represent the 
tunneling current (Jbb), the solid squares represent the transmission current (Jtrans) and the 
solid line represent the thermionic emission current (Jth). It is very clear that the tunneling 
of electrons with kinetic energy less than the barrier plays an important role in carrier 
transport even at room temperature. Since Jth is almost parallel to Jtrans, the transmission 
current can be approximated by the thermionic emission theory with a lower zero bias 
barrier height. In this way, we can still label the region for V > Vcwss as the thermionic 
emission dominated region. Fig. 8 shows the simulation results for diode C at different 
temperatures, from 300K to 100K. The solid lines are simulation results and open squares 
are experimental results. The agreement between the theory and experiment is very good. 

It is now clear that regions (i) and (ii) in Fig. 5(c) are tunneling and thermionic 
emission dominated regions, respectively. The cross-over voltage of these two different 
currents Vcross depends on Z and temperature. For diode A, resistive region is reached 
before reaching the cross-over point, and carrier transport is governed by tunneling through 
the band gap. For diode B, Vcwss is about 2.2 volts at 300K and the thermionic emission 
region can be barely seen. In both diodes A and B, a NDR feature has been observed 
which is more prominent at low temperature. It can be explained in a similar way to the 
forward characteristics of a Esaki diode48 

EMISSION CHARACTERISTICS 

In a PDB electron emitter, for a given surface work function and transit distance (the 
distance between the peak of the barrier to the surface), the emission efficiency is basically 
dependent on the maximum kinetic energy electrons can gain from the field. Because 
electrons tunneling through the band gap of the acceleration region have much lower kinetic 
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energy than those injected over the barrier, the emission efficiency will be low if the carrier 
transport across the device is governed by the tunneling. Therefore, it is essential for high 
performance emitters that devices should be operated in thermionic dominated region. 

A direct way of suppression the tunneling current Jbb relative to the thermionic 
emission current is by using materials with larger band gap than GaAs, since tunneling 
probability decreases drastically with increasing of the band gap. Fig. 9 shows the 
temperature dependent I-V characteristics of a Alo.3Gao.7As PDBEE which has a similar 
barrier structure to the GaAs PDBEE49. The strong temperature dependence of its I-V 
characteristics indicates that the carrier transport across this Alo.3Gao.7As PDBEE is 
governed by the thermionic emission. Fig. 10 shows the emission performances of two 
PDBEEs. An efficiency of 1 % and an emission current density of 2.64 A/cm2 have been 
obtained from the Alo.3Gao.7As PDBEE, which are about three and six times higher than 
obtained from the GaAs PDBEE with a similar structure. 

As described earlier, in PDBEEs, electrons are injected into a high field region which 
is biased below the avalanche breakdown, rapid electron thermalization due to the impact 
ionization is absent. High efficient, high emission current density cold cathodes based on 
PDB structures is expected by using materials with large bandgap and reasonable good 
transport characteristics. Electron emission without cesiation is also possible. Possible 
materials include InGaAs/GaAs, AlGaN, etc.. 

SUMMARY 

A systematic study on the temperature dependent I-V characteristics of PDB diodes 
with high accelerating field has been carried out. In PDBEEs, the field inside the 
acceleration region is high so that electrons tunneling through the energy band gap becomes 
an important mechanism and even governs the carrier transport under high enough 
accelerating field. Since electrons tunneling through the energy band gap of the 
acceleration region have much low kinetic energy than those injected over the barrier, it is 
very important to operate PDBEEs in the thermionic emission region to obtain high 
performance electron emitters. High efficient, high emission current density cold cathodes 
based on PDB structures is expected by using materials with large bandgap and reasonable 
good transport characteristics. Electron emission without cesiation is also possible with the 
use of large bandgap materials. 
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Table I Structure of PDB diodes 

Layer Material Thickness       Dopant D°Ping 
Channel* GaAs 400nm Si 5xl018cnr3 

Barrier 

Injector 

GaAs 

GaAs 

GaAs 

15nmt 

25nmt 

400nm 

Be 

Si 

see Table II 

5xl018cm-3 

* We have used the term of Channel to name the top n+ layer in real PDBEEs 
t These are designed parameters. The real dimensions of these layers may be different from 

the designed ones due to the diffusion and segregation of Be during the growth. 

Table II Be delta-doping density 

Device ID       £ (xl012cnr2) 

A 20.0 

B 10.0 

C 8.4 

D 6.7 

E 5.0 
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Abstract 

Resonant tunneling bipolar transistors (RTBT's) have been systematically studied 
using chemical beam epitaxy (CBE) for the first time. The RTBT structure studied is a 
InP-based transistor, consisting of single or multiple AJAs/In0 75Gao 25As/AlAs RTD's in 
the emitter layer of a conventional heterojunction bipolar transistor (HBT) and an InGaAs 
or InGaAsP collector layer. Using the InGaAsP collector layer, the RTBT showed an 
improvement of breakdown voltage from 4 V to 10 V. The averaged de ß*s are around 10 
and 20 at 300 K and 77 K, respectively. In the transfer I-V characteristics, the RTBT 
showed 1 to 4 negative differential transconductance (NDT) peaks with peak-to-valley 
current ratios of 1.5 to 5.28 at 300K. Using such NDT peaks, several RTBT digital 
functions were demonstrated at room temperature, including a frequency multiplier and 
exclusive NOR gate. 

I. INTRODUCTION 

Resonant tunneling bipolar transistors (RTBT's) [1],[2],[3] have attracted a great deal 
of interest because of their low power and high speed capability for applications in digital 
circuits. Using the resonant tunneling mechanism, resonant tunneling transistors (RTT's) 
have negative differential transconductance (NDT) in the output current, which offers the 
possibility of greater circuit density, higher speed, and increased number of logical 
functions per device over conventional transistor technology [4]. For example, a full adder 
was demonstrated using only 7 to 10 resonant tunneling hot electron transistors (RHET's) 
[5] at cryogenic temperature. The RTBT's studied can be realized at room temperature, 
which provides advantages over the RHET's and hot electron transistors (HET's). 

To date, there has been few investigations of RTBT's using CBE, which is capable of growing 
P-containing compounds and InP lattice-matched materials, providing materials with good 
transport and breakdown characteristics. For example, compared to GaAs, InGaAs is a better 
base material for RTBT's because it provides less surface Fermi level pinning to reduce the 
surface depletion depth in the extrinsic base region, and it also has a larger T to L band 
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separation (0.56 eV) to avoid intervalley scattering. Using InP as a collector material also 
has several advantages over using InGaAlAs or AlGaAs, including (1) a larger T to L band 
separation (0.69 eV) (2) a larger saturation velocity (2.4 x 107cm/sec), (3) a lower 
oxygen reactivity and (4) a higher chemical etching selectivity over InGaAs. Furthermore, 
chemical beam epitaxy (CBE) is capable of growing P-containing compounds and InP 
lattice-matched materials with abrupt heterointerfaces for resonant tunneling structures. 
Such capabilities do not exist simultaneously either in a MBE or MOCVD machine. 

The purposes of this study are to demonstrate: (1) the growth capability of CBE for 
RTBT's; (2) high speed and high breakdown RTBT's and (3) RTBT digital functions for 
reducing the complexity of conventional transistor technology. Therefore, the paper starts 
from a brief description of the growth optimization of resonant tunneling structures using 
CBE. After the growth, a novel self-aligned process will be described for fabricating the 
RTBT's studied. An InGaAsP collector layer is used to increase the breakdown voltage of 
the RTBT's. Then device performance will be reported at 77 K and 300 K, respectively. 
Finally, some RTBT digital functions at room temperature are discussed. 

II. Experiments 

(a) Material growth 

The semiconductor samples used in this study were grown by using an Intevac 
(Varian) Gen II Chemical Beam Epitaxy (CBE) reactor. All the structures were grown on 
(100) Fe-doped semi-insulating InP substrates at a substrate temperature of around 
500° C. The substrates were prepared using a standard cleaning procedure, then loaded 
into the CBE reactor for growth. The source materials were trimethylindium (TMI), 
triethylgallium (TEG), trimethylamine alane (TMAA), 100% phosphine (PH3) and 100% 
arsine (AsH3) for the Ino^Ga^As, In0.75Ga0.25As> I-1 Hm InGaAsP lattice matched 
to InP and Al As. Si and Be were used for the n-type and p-type dopants. 

The first structure grown was loQ^2GaOAlAs/AiAs/InO.'75GaO.2SAs/AiAsnn0.53 
Gao47As RTD structure to optimize the growth conditions for obtaining reasonable 
PVR's and suitable sub-band energy for avoiding T-to-L intervalley scattering. Different 
growth temperatures and growth interrupts were studied. It was found that (1) high 
substrate temperature induced indium segregation and interface roughness problems, 
which prevented resonant tunneling; (2) appropriate growth interrupts stabilized the gas 
switching sequences and smoothed the AlAs/InojsGao^sAs/AlAs highly strained 
interfaces. Furthermore, using hydride drying filters could reduce the oxygen 
incorporation in the AlAs barriers, resulting in about 2 times improvement in PVR's of the 
RTD's grown. A detailed discussion can be found in Ref. [6]. 

To produce multiple resonant tunneling peaks for multistate logic, several RTD's were 
integrated together and separated by a 500 Ä n+ InGaAs layer to decouple the RTD's. Then the 
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multiple RTD's, including barriers and wells, were uniformly doped at 5xlOl7cm~3 

reduce the series resistance and hysteresis effects. 
to 

To increase the breakdown voltage, an InGaAsP layer was incorporated into the 
collector of the RTBT. The quality of such layer is critical to device performance, thus 1.1 
(im InGaAsP is calibrated for good surface morphology, mobility and lattice matching. 
The bulk materials calibrated showed good qualities from X-ray and low temperature PL 
measurements. The double crystal X-ray rocking curve of a typical 1.1 u.m InGaAsP 
indicated clear Pendellösung fringes and lattice matching to InP within 70 arc seconds ( 
|Aa/a| < 2.6 x 10"4). The PL measurement was performed at 18K, showing a FWHM of 

5.6 meV. 

After optimization of RTD's and InGaAsP, several RTBT's were grown. The typical 
RTBT structure, as shown in Fig. 1, consists of single or multiple RTD's in the InGaAs 
emitter layer (5xl017cm3), an InGaAs base doped with Be (1.5x 10l9cm"3), and an 
InGaAsP or InGaAs collector layer (2 x 1016cm"3). There is a 500 Ä InGaAs layer between 
the base and the serial RTD regions to assure the potential profiles of the RTD's are the 
same at zero bias condition. 

4RTDs 
Emitter 

InGaAs 
Base 

InGaAsP 
Collector 

cm-3 nm 
n+   5E18 InGaAs 200 
n     5E17 InGaAs 50 
n     5E17 Al As 2 
n     5E17 InGaAs 4.5 
n     5E17 Al As 2 
n     5E17 InGaAs 50 
undoped InGaAs 3 
p+   1.5E19 InGaAs 100 
undoped InGaAs 30 
n-     2E16 InGaAs(P) 300 
n+    5E18 InGaAs 600 

A 

x4 

M/ 

Fe doped InP substrate 
(a) (b) 

Fig. 1 A typical InGaAsP RTBT structure, (a) band diagram; (b) material structure. 

(b) Device fabrication and measurement 

The RTBT's were fabricated by a novel self-aligned process. A Ni/Ge/Au/Ti/Au metal 
system was used as emitter/collector contacts and a Pd/Ge/Ti/Au system was used as a 
shallow ohmic base contact. Selective wet etching, succinic acid, was adopted for base 
recess. Moreover, a low temperature PECVD Si02 was deposited for interconnect 
dielectrics and for preventing the lateral conduction of emitter mesa and base metal. 
Finally, base mesa etching was achieved using a combination of RLE and chemical etching 
to avoid undercut and damage. A typical processed RTBT is shown in Fig. 2. 
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4RTDS-, 

Collector 

InP      substrate 

Fig. 2 A typical processed RTBT. 

Microwave and dc measurements were performed using self-aligned and non self- 
aligned devices at 77 K and 300 K, respectively. For demonstration of the functionality of 
RTBT's, external resistors and power supplies were connected to the device. All the 
digital functions were obtained at room temperature. 

III. Results and discussion 

(a) Sub-band energy 

The sub-band energies of the RTD determine the electron injection energy into the 
base of a RTBT. Such an energy should be large enough to obtain reasonable current gain 
and should be smaller than the upper valley energy to avoid intervalley scattering. 
Moreover, in order to make the RTBT's and RTD's useful for circuit applications, high 
PVR's are required, together with a current density greater than 104 A / cm2 

Experimentally, the RTD optimization was carried out with different well thicknesses 
and identical AlAs barrier thickness (20 A). After optimization, the best RTD obtained had 
a PVR of 8 and 20 at 300 K and 77 K, respectively, with a current density of 
5 x 104A/cm2 and a resonant voltage of 0.35 V. However, the RTBT's fabricated showed 
the highest PVR of 5, indicating that some of the injected hot electrons were scattered 
while traveling through the long, heavily doped base region. Such electrons contributed to 
the valley current, resulting in a decrease of PVR in the transfer I-V characteristics of the 
RTBT. 
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(b) RTBT's with an InGaAsP collector layer 

After the optimization of RTD's and bulk materials, several RTBT's were grown and 
fabricated. The first RTBT study was to investigate the effect of the InGaAsP collector 
layer. Thus two identical RTBT's were grown with a single serial RTD in the emitter. The 
difference is that the first RTBT has an InGaAs collector and the second one has 1.1 urn 
(Eg -1.1 eV) InGaAsP layer lattice matched to InP as a collector layer. A comparison of 
the device results is shown in Fig. 3. It is shown that the first RTBT shows a dc current 
gain (ß) of 10 and a VQEQ breakdown voltage of 4 V. The other one has a smaller ß of 4 
and a larger VQEQ breakdown voltage of 10 V. 

lb step =0.2 mA 
16_B|HaH-|BH__|BHH|_ 4—1  . a 

lb step =0.2 mA 

i   i   i i   i   i   i   i   i   i   i 

.      5 Vce   (V)   10 

(a) 

Vce   (V) 

(b) 
Fig. 3 The RTBT common!emitter I-V characteristics at 300 K. (a) with InGaAs collector; 
(b) with InGaAsP collector. 

The operation of the RTBT behaves like a regular transistor if the VBE (IB) bias is 
less than the built-in voltage of the InGaAs p-n junction, resulting in most of the bias 
voltage drop across this junction. In this region, the collector current increases with VBE 

(Ig) until the base-emitter reaches the flat band condition. Beyond the flat-band, additional 
VBE will start to fall across the RTD structure, causing the quenching of resonant 
tunneling and a decrease of collector current [7]. From the common emitter I-V 
characteristics, the first RTBT starts to exhibit NDT performance at Ig greater than 1.8 
mA, Fig. 3(a), and the other one starts to exhibit NDT at Ig greater than 1.4 mA, Fig. 
3(b). 

The transfer I-V characteristics are shown in Fig. 4 for the RTBT with an InGaAsP 
collector layer. In this configuration, 1^ is measured against VBE with a fixed V(-E at 300 
K. The peak current is 3.7 mA at VBE= 1.8 V and the valley current is 0.7 mA at VBE= 
3.6 V, representing a PVR of 5.28. Consequently, such a RTBT is constructed with 
external resistors to form an inverter gate. An increase of input voltage (Vin) causes a 
decrease of output voltage (Vout) until the device reaches the NDT region, where an 
increase of Vout is observed with Vin. As shown in Fig. 5, a frequency multiplier, 
constructed using the same circuit, can increase the frequency of sine waves by a factor of 
three. 
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(mA) 

Output 

VBE   (V) 

Fig. 4 The RTBT transfer I-V characteristics, 

c) Room temperature XNOR 

Fig. 5 Frequency response of the 
RTBT frequency multiplier. 

An exclusive NOR function was also demonstrated at room temperature using the 
RTBT circuit shown in Fig. 6(a). Basically, the XNOR circuit can be treated as an 
"inverter" circuit with two voltage inputs, VI and V2. As shown in Fig. 6(b), if VI 
equals to V2, both are in high or low input states, the "inverter" circuit sees an input 
voltage, corresponding to a high Vout state. On the other hand, if VI is not equal to V2, 
one is in high and the other is in low input state, resulting in a low output state. This logic 
behavior demonstrates an XNOR function. A stable RTBT with a sufficient PVR is critical 
to realize room temperature XNOR. Normally, more than 10 conventional transistors are 
required to realize such a function. Thus it is believed that using RTBT can reduce the 
complexity of conventional transistor technology in digital circuit applications. 

Vcc 

Re 

VI 

V2 

Rb 
Vout 

—O 

O-AAA—' 
Rb 

RTBT 

(a) 

Fig. 6 The RTBT XNOR at,300 K. 

(b) 

An S-parameter measurement was also conducted to estimate the microwave 
performance of the InGaAsP RTBT. For a self-aligned transistor with an emitter area of 
5 x 20/ym2, the highest cutoff frequency (fj) and fmax observed are around 15 and 9 GHz. 
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(d) RTBT's with multiple NDT peaks 

In order to realize more sophisticated digital functions using a fewer number of 
transistors, RTBT's with multiple NDT peaks were studied. A uniform doped RTD 
structure was used to reduce the hysteresis problem. The common emitter I-V 
characteristics are shown in Fig. 7(a) for a RTBT with 4 stacked RTD's in the emitter and 
an InGaAsP collector layer. The RTBT behaves like a regular transistor when IB < 1.1 
mA, and starts to show NDT characteristics when IB > 1.1 mA. This transistor has de ß's 
of 10 and 20 at 300 K and 77 K, respectively, with a V^EO breakdown voltage of 10 V. 
Moreover, there are 4 NDT peaks observed from the transfer I-V characteristics with 
PVR's of 1.5 to 2.7 at room temperature, as shown in Fig. 7(b). It is believed that the 2- 
step current drop in the first two NDT peaks are due to the circuit instability. 

IB(mA) 

UmA) 

VCE(V) 

(a) (b) 
Fig. 7 (a) The common emitter I-V characteristics for the RTBT with 4 stacked RTD's in 
the emitter and an InGaAsP collector layer; (b) the transfer I-V characteristics at 300 K. 

(e) Frequency multiplier 

Using the RTBT with 4 NDT peaks, an inverter circuit was constructed with the Vin- 
Vout characteristics as shown in Fig. 8(a), (b). Using such a frequency multiplier, 
triangular input waves are multiplied by a factor of 7 and sine input waves by a factor of 9, 
as shown in Fig. 8(c) and (d). 

Vcc 

Re 

Vin Rb 

Vout 

—o 
O^NAA- 

ISi 
RTBT 

(a) 

VIN (V) 

(b) 
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(c) (d) 

Fig. 8 (a) The invertor circuit using the RTBT shown in Fig. 7; (b) the Vin-Vout plot for 
the invertor; (c) the response of the RTBT frequency multiplier for sine waves; (d)the 
response for triangular waves. 

IV. Conclusions 

RTBT's with multiple NDT peaks have been realized using CBE for the first time. 
Both reasonable dc and microwave performance were obtained at room temperature. 
These RTBT's were used to demonstrate digital functions at room temperature, including 
frequency multiplier and XNOR It is believed that using RTBT's can reduce the 
complexity of conventional transistor technology significantly. 
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ABSTRACT 

We have realized a series InAs/AlSb/GaSb tunneling structures in which both interband and 
intraband tunneling occur, dependent on injection energy. The baseline structure consists of a 
single InAs well with GaSb barriers which serve as quantum wells for interband tunneling and 
barriers for intraband tunneling. At low biases, interband tunneling occurs through a coupled 
double well structure in the GaSb valence bands. At higher biases, intraband tunneling occurs 
through the InAs quantum well. The addition of a thin AlSb barrier at different points in the 
structure changes both the strength and number of peaks in the I-V/G-V characteristics. 

I. INTRODUCTION 

Resonant tunneling diodes (RTDs) usually consist of a double barrier, single quantum well 
semiconductor heterostructure where the center region has quasi-bound quantum well states 
accessible to electron (or hole) transport [1]. RTDs are interesting from a device standpoint 
because of the possibility of fast response time for both oscillators and bistable devices [2]. 
Resonant interband tunneling (RIT) devices differ from conventional RTDs in that tunneling 
occurs from an electron-like state to a hole-like state (or vice versa). 

The InAs/AlSb/GaSb material system is suitable for fabrication of RIT devices because of 
the type II nature of the InAs/GaSb interface which has the GaSb valence band edge sitting -150 
meV above the InAs conduction band edge (Figure 1). This allows device structures where 
electrons from an InAs emitter are injected directly into a quasi-bound quantum state in the GaSb 
valence band [3], [4]. We have investigated the tunneling characteristics of a series of double 
barrier InAs/AlSb/GaSb structures. The structures were designed such that both intraband and 
interband tunneling occur, depending on injection energy. 
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II. DEVICE FABRICATION 

The structures were grown in a Varian (Intevac) Gen II solid-source MBE system. The 
growth rates of GaSb, AlSb, and InAs were 1.0, 1.0, and 0.8 |im/h, respectively. Before 
growth the wafers were heated to 610 °C for 15 minutes to desorb the oxide. The first epi layer, 
0.2 |im of GaAs, was deposited at Tsub = 580 °C to smooth the wafer surface. A 0.5 ^m 
superlattice buffer region, consisting of a GaSb/AlSb superlattice followed by 0.4 Jim of 
AlGaSb, was then grown at a Tsub of 530 °C. The Tsub was then lowered to - 500 °C for the 
growth of the active region of the structure, which consisted of l|im n+ InAs (2xl018 cm-3), 50 
nm of lightly doped InAs (2xl016 cm"3), the double barrier layer sequence, 50 nm of lightly 
doped InAs (2xl016 cm3) and then a cap layer of 0.25 ^m of n+ InAs (2xl018 cm"3). 

Mesa devices were formed using standard lithographic and wet etch techniques with non- 
alloyed Ni/Ge/Au contacts. The surface of the sample was covered with an insulating layer of 
silicon nitride, with via holes to allow contact between the device contacts and bonding pads. 

III. RESULTS AND DISCUSSION 

A series of four structures, based on a single design, was investigated. The baseline 
structure consisted of two 9.5 nm GaSb barriers and a 5.5 nm InAs quantum well (all nominally 
undoped). A thin AlSb barrier was added, in various positions, to the remaining three structures. 
Self-consistent band diagrams, not including quantum effects, for the structures are shown in 
Figure 2a, 3a, 4a, 5a. In structure #2, the AlSb barrier is 1.5 nm thick and each InAs well layer 
is 3.5 nm thick, while in structure #3 and #4 the AlSb barrier is 2.5 nm thick. A 10 nm undoped 
InAs spacer layer was placed between both n-i- contacts and the double barrier structure for all 
devices. 

At low biases, interband tunneling occurs through a coupled double well structure in the 
GaSb valence band. The GaSb layer thicknesses were chosen such that for a single GaSb layer, 
only one light hole quantum well state should exist in the GaSb valence band above the InAs 
conduction band edge [5]; selection rules forbid coupling between conduction band states and 
heavy hole states. The n = 2 light hole states lie well below the window to the InAs conduction 
band and therefore, are not available for interband tunneling. The InAs well thickness was 
chosen such that lowest energy quantum well state would be above the GaSb valence band edge. 
Thus, at higher biases, intraband tunneling occurs through a single InAs quantum well state. 

We have used the band profiles generated by a self-consistent Poisson solver to assist in 
the labeling of the various NDR regions. The energy levels of the InAs quantum well states were 
then calculated using a single band model. This method is precise for modeling the intraband 
resonant state energies because the InAs quantum well states lie above the window between the 
InAs conduction band and the GaSb valence band. A rough estimate of the interband resonances 
can be made using the single band model by solving for the energy levels of the valence band 
states. However, this is not precise because of the coupling between the electron-like states in the 
InAs and the hole-like states in GaSb, and should only be treated as an approximation. 

For all the structures, with one exception, the intraband resonances occurred at a slightly 
lower voltage than predicted by the model. The exception was for the only case when intraband 
tunneling occurred initially thorough a thin AlSb barrier (reverse bias direction of structure #3). 
For this case, the resonance occurred where predicted. This implies that there is some interaction 
between the GaSb valence band states and the InAs conduction band state. For the case where 
the resonance occurred where predicted, the AlSb barrier reduces this interaction. 
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Basline structure 

The I-V/G-V curve for structure #1, measured at 77 K, from a 32 ^m square device is 
shown in Figure 2b. The I-V is symmetrical around zero bias, therefore only one bias direction is 
shown The NDR region at 0.62 V corresponds to conventional intraband tunneling through the 
confined state in the InAs well (this resonance occurs at a slightly larger than expected bias, due 
to parasitic contact resistance). The NDR region near 0.09 V corresponds to interband tunneling 
through the confined state created by the near GaSb barrier. In addition to these NDR regions, a 
small feature appears in the G-V curve near 0.05 V, which may correspond to tunneling into the 
far GaSb well. 

AlSb barrier in the center of the InAs well 

Structure #2 is similar to the baseline structure (#1), with the addition of a 1.5 nm thick 
AlSb barrier in the center of the InAs well, creating, in effect, a double well (the total InAs well 
thickness is also 0.5 nm larger than that of structure #1). This should add a second intraband 
tunneling resonance. Because the AlSb barrier lies in the center of the well, little or no change to 
the interband tunneling characteristics are expected. The I-V/G-V curve at 4 K for structure #2 is 
shown in Figure 3b. The mesa size was 16 |im square. 

The intraband resonance from the near InAs well is visible at 0.58 V. A weaker feature, 
assumed to be caused by tunneling into the far InAs well, appears at 0.46 V. A strong NDR 
appears at 0.17 V, consistent with interband tunneling into the near GaSb valence band well. A 
number of smaller unidentified features in the G-V curve are evident; at 0.26 V, and below 0.17 
V. One of these features (occurring below V = 0.17 V) may be due to interband tunneling into 
the far GaSb well. The others do not correspond to any expected intraband resonances. They are 
also visible at 77 K, while similar features for structure #1 were not visible. This implies that 
they are the result of the addition of the AlSb barrier. At k = 0, selection rules allow coupling to 
the light hole band only. However, away from k = 0, coupling to the heavy-hole band is allowed 
[6]; thus the additional features may be due to interband tunneling through heavy hole states. 

AlSb barrier outside the GaSb barrier 

Structure #3 is similar to the baseline structure except for the addition of a 2.5 nm AlSb 
barrier on the outside of one of the GaSb barriers. The I-V/G-V curve from structure #3, 
measured at 4 K, from a 32 |im square device is shown in Figure 4b. Negative bias voltages 
correspond to the case where electrons initially tunnel into the AlSb barrier. 

The intraband resonances for the structure appear at -0.90 V and 0.68 V (there are also 
small features, at -0.96 V and 0.89 V slightly above each of the intraband resonances). The 
interband resonances into the near GaSb well appear at -0.07 V and 0.18 V. Additional features 
occur below the large interband tunneling resonance, similar to those in structure #2. For the 
negative bias interband resonance, the peak-to-valley ratio is higher and the peak current smaller 
than for the forward bias resonance. This is expected since electrons initially tunnel through the 
AlSb barrier, consistent with the intraband peak current (29 mA @ +0.68 V, 13 mA @ -0.90 
V), and with previous observations for other InAs/AlSb/GaSb tunneling structures [7]. 

AlSb barrier inside the GaSb barrier 

Structure #4 is similar to the baseline structure except for the addition of a 2.5 nm AlSb 
barrier on the inside of one of the GaSb barriers, rather than on the outside. The I-V/G-V curve 
from structure #4, measured at 4 K, from a 32 (im square device is shown in Figure 5b. Positive 
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applied biases correspond to electrons initially encountering the GaSb barrier associated with the 
AlSb barrier. 

In the positive bias direction, the intraband resonance occurs at 0.70 V, in the negative bias 
direction, the intraband resonance occurs at 0.52 V. Strong NDR regions, assumed to be 
interband resonances, occur at -0.04 V and -0.18 V. These two features are qualitatively similar, 
each with a small peak at a slightly higher bias (at -0.13 V and -0.23 V). Another small feature of 
similar strength is located at -0.31 V. Weaker structure occurs at 0.21 V, 0.49 V, and 0.96 V, 
and very weak structure occurs at 0.17 V, 0.28 V, and 0.59 V. Another strong NDR region 
occurs at -0.36 V, also with a weaker feature at the slightly larger bias (-0.47 V). 

Based on the assumption that there is only coupling between the conduction band and light 
hole band, we expect to see one intraband resonance and two interband resonances for our 
structures. However, for the structures with the thin AlSb barrier, particularly structure #4, there 
are more resonances than are expected. Based on these results, it appear that a multiband model 
(# of bands > 2) is necessary to identify the various resonances. 

IV. SUMMARY 

We have realized InAs/AlSb/GaSb heteroepitaxial tunneling structures in which both 
interband and intraband tunneling occur, dependent on injection energy. The structures consist of 
a single InAs well with GaSb barriers which serve as quantum wells for interband tunneling and 
barriers for intraband tunneling. The addition of a single, thin AlSb barrier variably throughout 
the double barrier structure can greatly effect the nature of the features in the I-V/G-V 
characteristics. Intraband resonance can be identified using a single band model, when well 
separated from interband resonances. Though interband resonances can be approximated using a 
single band model, a multiband model is necessary to accurately model the resonant energies. 
The number of observed interband features is greater than can be accounted for by simple 
conduction band-light hole band tunneling, and may be due to heavy hole band coupling. 
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Figure 1. Self-consistent band diagram of a simple InAs/AlSb/GaSb structure. The GaSb 
valence band edge lies -150 meV above the In As conduction band edge allowing injection 
from the InAs conduction band into the GaSb valence band. 
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Figure 2. (a) Self-consistent band diagram for structure #1. (b) I-V/G-V for structure #1. 
The G-V curve is not shown above V = 0.15 V. 
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Figure 3. (a) Self-consistent band diagram for structure #2. (b) I-V/G-V for structure #2. 
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Figure 4 (a) Self-consistent band diagram for structure #3. (b) I-V/G-V for structure #3. 
The G-V curve between -0.07 V and -0.20 V has been approximated with a straight line 
for clarity. 
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Figure 5. (a) Self-consistent band diagram for structure #4. (b) I-V/G-V for structure #4. 
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Ultrafast Operation of Heterostructure Bipolar Transistors 
Resulting from Coherent Base Transport of Minority Carriers 

Serge Luryi 

AT&T Bell Laboratories, Murray Hill, NJ 07974 

Introduction 

The possibility of using transit-time phase shifts in a bipolar junction transistor to extend the active 
transistor operation to higher frequencies has been discussed by a number of researchers. The 
discussion has been centered on the negative dynamic output impedance that can be achieved due to 
the phase delay in carrier drift across the collector space-charge region. This idea, proposed originally 
by Wright [1], is attractive for millimeter and submillimeter wave applications. It has gained a lot of 
attention in the context of a conventional junction transistor implementation [2,3], heterostructure 
bipolar transistors (HBT) [4-6], unipolar ballistic transistors [7], and field-effect transistors [8]. 
Unfortunately, in transistors with diffusive base transport, the practical possibility of extending the 
active transistor behavior beyond /T is severely limited [6] by parasitic effects. Utilization of transit- 
time resonances, arising from carrier drift across the collector junction in a conventional GaAs/AlGaAs 
HBT, requires a reduction of the base and collector resistances, as well as the collector capacitance, by 
factors of 10 from estimates, based on the state-of-the-art technology. 

This problem was recently analyzed by Grinberg and myself [9]. Like in transit-time diodes, the 
negative dynamic output impedance in transistors arises from a combination of the injection phase 
delay (p = (pE + <pB (the total transit angle of the emitter and the base) and the drift delay 6 in the 
base-collector junction. Transit-time effects are swamped by the device parasitics because in diffusive 
transistors the available phase <p is too small. Exponential decay of the magnitude of the base 
transport factor ocB with the phase <pB, acquired in a diffusive propagation across the base, implies that 
the overall phase of the collector current (<pB + <pE + 6) must be acquired almost entirely at the expense 
of the collector phase delay 9. On the other hand, the magnitude of the negative dynamic resistance 
also decreases with increasing 0 and for 6 = n it becomes too small to overcome the influence of 
parasitic elements. 

Transit time resonances can withstand the parasitics only if they can be achieved while keeping the 
collector delay 8 < 1, i.e. if a sufficient phase COTB = <pB > Jt is acquired in the base transport alone - 
without a significant penalty in the magnitude of the base transport factor <xB. In general, with 
increasing frequency (o, the base transport factor Og(©)= | 0% | exp(-coxB) describes an inbound 
spiral | aB | -» 0 in the complex plane [10]. We shall use the term coherent speaking of any base 
transport mechanism that provides a sufficiently slow spiraling in of aB (to), say, such that aB > 0.5 for 
<PB >n. 

One possibility to achieve coherence arises from ballistic transport at cryogenic temperatures [9]. In 
the ballistic case the modulated signal injected at the base-emitter interface is washed out because of 
the thermal spread in the normal velocities of injected carriers, leading to a variance 8x in their base 
propagation time. The latter process is analogous to the Landau damping of density waves in 
collisionless plasmas and has an effect similar to diffusion. Collisionless base propagation by itself 
does not imply coherence. 

Coherent regime in a ballistic transistor arises when 5x «r tB, i.e., when the injected electrons form 
a collimated and monoenergetic beam. A good approximation to such a beam results from the 
passage of electrons across an abrupt heterointerface at low temperatures. For electrons traveling with 
a velocity v perpendicular to the base layer, a periodic injection modulation at the emitter interface 
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with a frequency f sets up an electron density wave of wavelength X = v/f. For Sr •*: xB, this wave 
does not appreciably decay over the entire base, resulting in a transport factor 

aB = e-«°<*>2/2 e-
ia>*"> (1) 

As discussed in detail in Ref. [9], a coherent transistor can have both the common-emitter current gain 
h2i and the unilateral power gain U exceeding unity at frequencies far above the usual /T. The 
transistor speed is limited not by the base propagation time TB but rather by its variance ST. 

Calculations carried out for exemplary heterostructures, implemented at the state-of-the-art rules of 
technology, indicate that active transistor behavior can be extended to about 1 THz. 

It is clear, however, that the ballistic coherent operation requires cryogenic temperatures. For a 
collisionless transport to hold over the entire base width, the electron kinetic energy A (the injection 
energy, corresponding to a conduction-band discontinuity in the base-emitter junction [11]) should not 
exceed the optical phonon emission threshold, A < ft©^. On the other hand, to achieve coherence, the 
injection energy A must substantially exceed the thermal spread, whence we need H(üopt > A > kT. 
This means that the implementation of base transport coherence in a ballistic HBT requires at least 
liquid N2 temperatures. Moreover, the ballistic coherent operation is limited to ultra-high frequencies. 
The concept cannot even be tested at lower frequencies, because the first resonance in U appears only 
at fK~nfT = l/2xtr which must evidently be higher than the collision rate l/xCdi governing the 
momentum relaxation of ballistic electrons at energy A. 

Another idea for achieving base transport coherence (which is not limited to ultra-high frequencies 
and also works at room temperature) can be traced back to the famous paper by Shockley [12]. In that 
paper he introduced the concept of transit-time diodes and suggested that the delay in minority-carrier 
transit across a transistor base can lead to an active device at extended frequencies. A necessary 
condition for this to occur is that the directed transport across the base be much faster than the 
diffusive transport, that tends to wash out a modulated structure of the injected distribution. Shockley 
suggested [12] that this condition can be met in a minority-carrier delay diode with a variable doping 
in the base. However, because of a limited range of the potential variation available with an 
exponentially graded doping, the feasibility of this approach is marginal and it has never been 
realized. Recently, Shockle/s argument was reconsidered [13] in the context of HBT with a graded 
alloy base composition. It was shown that coherence of the base transport in such devices is feasible 
and may lead to useful applications. In addition to transistors with a linearly graded base, we 
discussed a new a structure in which the base bandgap narrows down toward the collector in N 
discontinuous steps of minimum height larger than tUüopt. In this structure the minority transport 
occurs by a strongly accelerated diffusive process, adequate for achieving the transit time resonance both 
at ultra-high and conventional frequencies. Our discussion below is based on Ref. [13]. 

Step Base Transistor 

Consider a HBT whose base bandgap narrows down toward the collector in a stepwise fashion, Fig. 1. 
Let the band edge for minority carriers in the base consist of N steps W;- which are high enough, 
A;- » kT, that carriers are effectively forbidden to return once they have fallen off a particular step. 
Moreover, let us assume that all the memory of the previous journey is lost in each step. The latter 
condition is reasonable if the steps are higher than the threshold for a rapid inelastic process, e.g., 
optical phonon emission: Ay > Ä<öopt. With this condition fulfilled, we can treat the transport in each 
step individually and characterize it by a step transport factor a;, 

a; ((o) = TTT^—Ö75T ' (2a) ; cosh[(2i<py)1/2] 

where (p; = coiy is the phase acquired on step / and Xj = Wf/2D is the step propagation time by 
diffusion. We assume that the steps are narrow enough that <p; « 1. In this case, to within quadratic 
in (py terms, Eq. (2a) reduces to the form 
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a/(w) = e-^/3e-i". (2b) 

We see that at small values of <p;, the magnitude | a; | deviates from unity qmdratically in q>7. This 
observation enables us to construct a coherent 0^ with a large phase and little decay in magnitude. 
Indeed, the total base transport factor is the product of a;'s: 

N 
0% (q>) = n a; = e _ --92/3N -i<p (3) 

where (p = £<p;- is the overall phase acquired in the base transport; we have assumed for simplicity 
that all steps are equal and q> = N (p;-. 

The intrinsic current gain ß„ = aB (1 -aB)
-1 will have peaks  | ß„ | > 1 at <p = Iran, provided 

aB(2nm)| >0.5 (4) 

The    first    peak    occurs    at    frequency     / = 2n/T.     According    to    Eq. (3),    this    requires 
N>N2K = (27t^/31n2 = 19. 

Figure 1.   Schematic band diagram of a 
step-base heterostructure bipolar transistor. 

10'' 10° 10' 102 

Dimensionless Frequency, Q)W2/2D 

Figure 2. Common emitter current gain ß 
of HBT's with the same width W and 
different number N of steps in the base. 

Physically, the described effect originates from an enhancement of the forward diffusion transport. 
The essential condition is carrier thermalization at every step, which provides the independence of 
a;- 's and restricts particles from returning to a preceding step. The resultant "stepped up" diffusion is 
a rather peculiar, at first glance even counter-intuitive, process. Thus, in a static regime, the minority 
concentration in the base is a periodic (rather than decreasing) function of the distance. Indeed, the 
steady-state current in each step is 

e[w(0;)-w(Wy)]  _ Nen(0) 
J (5) 

where W = NW, is the total base thickness and n (0;) is the concentration at the beginning of step /. 
From the current continuity in the absence of recombination, we have n (0;) = n (0), independent of ;. 
Equation (5) shows that the diffusion flux is enhanced by a factor of N and so is the effective diffusion 
velocity, which becomes 2D/VV,-. If we increase the number of steps keeping W constant, the 
conventional cutoff frequency /T will increase in proportion to N, cf. Fig. 2. Clearly, the 
recombination limited static current gain will also scale in proportion to N. This effect has in fact been 
observed by Ohishi et al. [14] in a InGaAsP/InP HBT with a double-layer (N=2) base. 

IV-4 
309 



For high enough N, we would see a peaked structure in the current gain | ft2i | and for N > N2K 

the peak value is greater than unity, cf. the curve in Fig. 2 for N = 30. However, this situation is 
difficult to realize in practice, because each step must be high enough (A;- > Äa)0pt) to ensure the no- 
return condition, while the overall potential drop is limited by the bandgap difference. 

Power gain 

Conditions for the transistor oscillation activity are more relaxed. Consider the intrinsic case first. An 
extended-frequency peak in the unilateral power gain Ü appears when the real part of the common- 
emitter output impedance r22 = %(z|z) changes sign [5,9]. In an intrinsic transistor we have 
»"22 = R<p +RE, where 

D       cos((p)-cos((p+9)   ,      , I ctg I sin((p+0') 
Rv = »r  Q       «B     =  777;  / (6) 

RE is the emitter resistance, and 8 = tote = 29' is the collector transit angle. The phase <p includes the 
(usually small) delay (pE = ©RECE, due to emitter capacitance CE. The approximate relation in the 
right-hand side of Eq. (6) corresponds to 0 < 1. In this case a power gain peak occurs at <p = JC , 
provided  | aB | > o)CcRE. 

The latter condition is relatively easy to accommodate. However, as pointed out by Tiwari [6], 
considerations of the phaseshift effects on unilateral gain are rather meaningless without including 
extrinsic resistances and capacitances. A careful analysis [9] shows that when these "parasitics" are 
included, the condition for a peak in U near <p = JI is 

I aB (it) I  >0)TX, (7) 

where xx is a parasitics-limited time constant. For example, in a model which includes extrinsic 
emitter, base, and collector resistances (Ra, Rta, and RQ, respectively, cf. the equivalent circuit [9] of 
an abrupt-junction HBT) but neglects an extrinsic collector capacitance Cc*, the expression for U is 

u=   'r^'2 L_, (8) 
4a»2Cg <*, + *„)  R, + RX ' 

where Rx = RE + R& + R& + RCX(RE + REX)/(RB + RBX) and ac = (sine'/0')e"ie' is the collector 
transport factor. The corresponding xx in Eq. (7) is xx = CCR\- Besides the "low" frequency regime, 
where U > 1, the transistor will be active in the range of frequencies, where 

I OB I  sin((p+0') + coxx < 0. (9) 

In this range U < 0 and hence one can obtain U > 1 by adding a series resistance. Obviously, 
inequality (9) can only be obtained if | aB | > (OTX ; from Eq. (3) this means that the number of steps in 
the base must exceed the value NK = (1^/3) | ln(a>Tx) | -1. For a transistor not overdamped by the 
parasitics, say COTX < 0.5, we need N > 5. The solid line in Fig. 3 displays the gain | ü | , calculated 
for a model HBT with 5 steps in the base. The two peaks correspond to a vanishing denominator in 
(8); between the peaks U is negative. 

It should be emphasized that we are not considering any "ballistic" boosts in the particle speed at 
the step edges. Such effects may in fact be beneficial; they are not expected to qualitatively modify the 
result (3). If we increase N at the expense of making the step height smaller, A;- < Acoopt, then the 
necessary energy relaxation will not occur at each step and hot electrons will diffuse backward as well 
as forward. In order to treat this regime quantitatively, a Boltzmann transport model for minority 
carriers has been developed [15]. It includes the effects of a finite optical phonon scattering time xop 

and finite exit velocity at each step. Preliminary results obtained in this model indicate that for 
Aj > Ä0)Opt the present simplified approach is valid, provided that xop is shorter than the elastic 
collision time of hot carriers exiting a step. 
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Figure 3. Common-emitter current gain 
| h2x |   and the unilateral gain   \U\   of 

HBT's    with    the    same    base    width 
W = 025 urn, the same diffusivity 
D = 50cm2/s, the same collector transit 
time xc = 1 ps, and different number N of 
steps in the base. 

Assumed parameters: RB=Rgr = 50t2-jun, 
RB = 10n-nm, RSx=Rcx = 20 a\uai, 

10 100 

Frequency, GHz 

1000 Cc = 0.25 fF/jim, and Cc = 10 fF/um. 

Comparison with Linear Grading 

In the limit of N-x» and A;-, VV;- -> 0 the base structure becomes equivalent to that in a linear- 
graded HBT [16-18] with VEG = lim A;/W,. In such a device, the phase of otj, is acquired with the drift 
velocity v = -uVEG/e, while the magnitude | a„ | is attenuated due to spreading by diffusion. An 
equation analogous to (3) can be derived by solving the continuity equation V-/ = e(dn/dt) for the 
minority current taken in the drift-diffusion form / = nu.VEG + eDVn. Using the phasor notation 

n(x, t) = n{x) + n(x)eiat, 

the continuity equation for the dynamic component n reduces to 

i(oh = -vn +Dh" . (10) 

Normalizing the coordinate x to the base width W, we find that the solution of Eq. (10), satisfying 
h (1) = 0, is of the form 

n = Aerxsinh[\(x-m, (ID 

where X = *<Jr2 + 2icoxD and r is the ratio of the characteristic diffusion time xD = W2/2D to the drift 
time xB = W/p, viz. 

Wü _ AEG 

"2D 
r = 

TD 

*B 2kT ' 
(12) 

where AEG is the total bandgap variation. The last equation in the right-hand side of (12) results form 
Einstein's relation eD = \ikT (valid for not too high bandgap gradients). 

From Eq. (11) we find the base transport factor a„ =J(D/](0) in the form 

exp(r) 
aB (co) = (13) 

cosh(X) + (l+2i(DTB/r)-
1/2sinh(A.) ' 

In the absence of a grading, v -»0, Eq. (13) reduces to 0% = cosh-1 [(2i(oxD)1/2], which corresponds 
to Eq. (2a) extended to the entire base. For a large grading, r » 1, one has, asymptotically, 
X ~ r + iwxB + (<oxB)

2/2r and Eq. (13) reduces to 

aB((p) = e-,f2/2re-i' , (14) 

where (p= coxB(l - l/2r). The minority carrier drift effects are qualitatively similar to those resulting 
from the enhanced forward diffusion. Parameter 2r in Eq. (14) plays the same role as 3N in Eq. (3). 
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[In the ballistic case, Eq. (1), the parameter equivalent to r is rB = (xB/5x)2.] For our example of 5 steps 
(Fig. 3) we need A£G = 5A; > 5Äcoopt = 180meV (in GaAs/AlGaAs). Precisely the same effect will be 
achieved with a graded-gap base with r = 7.5, requiring AEG =15JfcT = 380meV at room temperature. 
As means for achieving the extended frequency operation at <p> n, both approaches appear equally 
feasible. 

The step-base approach offers additional flexibility in the design of ultrahigh speed heterostructure 
transistors. Perhaps its most obvious practical application is to relieve the stringent trade-off between 
the requirements of low base resistance and short base propagation time. As discussed above, this can 
be accomplished even with a small number of steps, e.g., N = 2. For higher number of steps, N > 5, 
one can obtain an active behavior of the transistor at an extended frequency / = Jc/max, provided 
(cf. Eq. 7) the device at this frequency is not overdamped by extrinsic elements. 

Conclusion 

We have discussed coherent base propagation effects that can be obtained in stepwise graded and 
linearly graded bandgap base structures of heterostructure bipolar transistors. These effects open up 
one or several bands of frequencies above /T, where the transistor is active. Physically, the active 
behavior of a coherent transistor results from the phaseshift between the collector current and voltage, 
acquired during the minority-carrier transit across the base. 

It is instructive to consider the following question: why is it that the phaseshift, obtained in a 
coherent base transport, is advantageous compared to that arising in the saturated-velocity transport 
across the base-collector space-charge region? Mathematically, the answer is evident from a 
comparison of expressions for the base and collector transport factors: the disadvantage of a base- 
collector propagation results from the factor sin(0')/O' which diminishes the magnitude of the 
complex transport factor occ at high frequencies. Physically, the difference is rooted in the nature of 
screening of a dynamic charge moving inside or outside a conductor. Carriers moving in the depleted 
layer induce currents of equal magnitude in both the base and the collector electrodes [19]. In 
contrast, minority carriers moving inside the base induce a base current only to the extent that their 
total charge varies in time. 
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ABSTRACT 

We present here the research on new metal/2-dimensional electron gas (2-DEG) Schottky 
contacts. This new high speed contact has unique characteristics which are particularly 
promising for applications in the fields of millimeter wave electronics and high speed, low 
power integrated circuits. We describe here two new transistors which utilize a side-gate formed 
by plating gate metal into a trench etched through the plane of the 2-DEG. The first transistor is 
the Schottky-gated resonant tunneling transistor (SG-RTT) which has demonstrated high 
transconductance and novel switching properties at room temperature. The second device is a 
novel 2-dimensional metal-semiconductor field effect transistor (2-D MESFET) which is 
particularly promising for low power, high speed integrated circuit applications. We also briefly 
discuss several applications of these new transistors. 

I. INTRODUCTION: HETERODIMENSIONAL METAL/2-DEG SCHOTTKY CONTACTS 

Heterodimensional Schottky contact devices represent a new class of devices in which the 
Schottky barrier is formed between the metal and a 2-d or 1-d electron gas [1]. These junctions 
are formed by electroplating gate metal into a trench which is etched through the plane of a 
compound semiconductor (e.g. AlGaAs/GaAs) heterostructure. The electrical characteristics of 
these devices are dominated by the Schottky junction with the electron gas. These devices have 
unique electronic properties which are fundamentally different from other metal/semiconductor 
junctions, including low specific capacitance, very high speed transport in the electron gas, 
quantization effects related to lower dimensional electronic systems, and high breakdown 
voltage.   The first heterodimensional  Schottky device investigated was the metal/2-DEG 
Schottky diode [2-4].   This device, formed using a pseudomorphic AlGaAs/InGaAs/GaAs 
modulation-doped   heterostructure,   exhibited   excellent  room  temperature   Schottky  diode 
characteristics including ideality factor of 1.26, breakdown voltage of 15 V, series resistance of 
18 Q and junction capacitance ranging from about 30 fF (at zero-bias) to about 5fF (at -12 V). 
These devices were operated at 225 GHz as frequency triplers, delivering 500 |iW output power 
with 0.5 percent efficiency [4]. We are optimizing these metal/2-DEG multiplier devices and 
expect to achieve much higher efficiencies at higher frequencies in the near future. In this paper, 
we discuss two new transistors in which the gate is formed using this metal/2-DEG junction 
technology developed at the University of Virginia.  The first is the Schottky-gated resonant 
tunneling transistor (SG-RTT) which is discussed next. 
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Fig. 1. Schematic of the Schottky-Gated Resonant Tunneling Transistor (SG-RTT). The SG- 
RTT AlGaAslGaAs double-barrier resonant tunneling heterostructure specifications 
are also shown (right). 

II. THE SCHOTTKY-GATED RESONANT TUNNELING TRANSISTOR 

The Schottky-gated Resonant Tunneling Transistor (SG-RTT) is fabricated by etching a 
trench through the thin layers of a double-barrier resonant tunneling structure and electroplating 
the gate metal onto the sidewall of the gate trench, as shown in Fig. 1. By limiting the contact 
area to the low doped layers near the tunneling layers, the gate characteristics are dominated by 
the junction between the metal and the accumulation layer which forms above the top barrier 
layer. The voltage applied to the gate modulates the quasi two-dimensional electron 
accumulation layer in a fashion analogous to the gate modulation of bulk semiconductor in 
conventional vertical field effect transistors [5]. The advantages of using the double barrier 
resonant tunneling structure include more efficient modulation of the 2-DEG and ballistic 
transport across the depletion layer. Furthermore, the presence of the negative differential 
resistance region in the SG-RTT naturally leads to applications in high speed, highly functional 
digital logic circuits and high speed switching applications. 

Recently, we fabricated SG-RTT devices using the Al.3Ga.7As/GaAs double-barrier 
resonant tunneling structure, shown in Fig. 1 (right), which was grown by molecular beam 
epitaxy on a semi-insulating (SI) GaAs substrate [6]. The fabrication was performed using UV 
contact lithography for the drain, interconnect and isolation levels. Electron beam lithography 
was used to define the source and gate features. Chemically-assisted ion beam etching was used 
with the source metal as mask to form the source mesa, thereby removing the n+ GaAs prior to 
plating the gate. A second, shallow CAIBE etch was performed through the gate PMMA to 
expose the sidewall of the low-doped double-barrier structure, and Pt/Au metals were pulse- 
electroplated into the trench. Interconnect metals were evaporated using the lift-off technique 
and a final wet etch was performed to the semi-insulating substrate, underetching the 
interconnects leads, thereby isolating the source and gate contact pads from the drain ohmic 
contacts. A scanning electron micrograph of the SG-RTT is shown in Fig. 2. The final device 
dimensions on the mesa (see Fig. 1) were W=16|im, Lgg = 1.3 \xm, Ls = 0.5 \\m and 
Ldd = 6 (im. 
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Fig. 2.     Scanning electron micrograph of the SG-RTT. The mesa (center) is shown with drain 
pad (top and bottom), gate pad (left) and source pad (right) contacts. 

Room temperature I-V characteristics of the SG-RTT are shown in Fig. 3. For these 
measurements, an HP4145 semiconductor parameter analyzer was used and the gate compliance 
was 5 |iA (left) and 10 |iA (right). The gate voltage was varied from 0.0 to 1.0 V in 0.25 V steps 
(left) and from -1.0 V to 1.0 V in 0.5 V steps (right). The specific extrinsic (small signal) 
transconductance, gm, had a broad peak below the peak voltage, exceeding 100 mS/mm near 
Vds = 1 V. Other devices had gm in excess of 200 mS/mm [6]. These gm values are the highest 
reported to date in RTT devices having Schottky gate modulation. The peak current density was 
2.7 x 104 A/cm2 at zero-gate bias and higher under forward gate-bias. The gate current was 
intentionally limited to small values to illustrate the "current gain", defined as AId/AIg where AIg 

is the gate compliance. This current gain is of order 100 in these devices. We also note that the 
peak voltage shifted to higher Vds values at high gate bias. We investigated the current 
switching near the peak voltage (between peak and valley voltage) and measured current 
changes of up to 1.25 mA (78 mA/mm) over only 1 mV change in gate voltage [6]. This 
switching characteristic of the SG-RTT may be useful for high speed square-wave generation 
where the dc biased transistor amplifies a (e.g. sinusoidal) input signal through a load resistance. 

Although these prototype devices were not optimized for high frequency operation, it is 
interesting to estimate the ft of these devices. We model Cgs similar to capacitance of the 
metal/2-DEG diode [1]. Assuming an accumulation layer carrier density of 1 x 1012 cm-2, we 
estimate Cgs to be roughly 100 fF/mm. The gate-drain capacitance, Cgd, is modeled as a 
parallel-plate capacitance of roughly 500 fF/mm for a gate length of about 0.5 |im. Thus, we 
crudely estimate ft = gm/27t(Cgs + Cgd) =25 GHz in in this prototype device. By reducing the 
gate length to 0.1 |im, by reducing the gate-to-gate length Lgg to about 0.5 ^im and by using 
higher peak current density material, ft values of order 500 GHz should be possible. 
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Fig. 3. Room temperature Id - V^ characteristics of the SG-RTT for different gate voltage 
ranges and gate compliance. 

III. NOVEL 2-D METAL-SEMICONDUCTOR FIELD EFFECT TRANSISTOR 

A schematic of the 2D-MESFET is shown in Fig. 4. The Al.27Ga.73As/GaAs modulation- 
doped structure was grown by molecular beam epitaxy on a semi-insulating GaAs substrate. oThe 
2-DEG forms at the top of a 2 |im undoped GaAs layer and is separated from a 300 A n+ 

AlGaAsolayer (ns = 1.5 x 1018 cm-3) supply layer by a 30 A undoped Al.27Ga.73As spacer layer. 
A 200 A GaAs cap layer of doping density ns = 1 x 1017 cm-3 serves as the top gate contact 
layer. The 2-DEG sheet concentration and mobility at room temperature were 7 x 1011 cm-2 

and 7700 cm2/V-s, respectively. The source and drain Ni/Ge/Au metalization was performed 
using standard evaporation and lift-off techniques. The side gate was formed by etching a trench 
through the 2-DEG layer and electroplating Pt/Au into the trench. The next step involved Cr/Au 
metalization to form pads for device probing. In this metalization step, a top (MODFET-like) 
gate is also formed and serves to modulate the 2-DEG concentration. The final fabrication step 
is an isolation etch to the SI substrate. This etch forms "air-bridge" leads between gate Schottky 
metal and the gate contact pad. The nominal 2-DEG channel dimensions (see Fig. 4) were 
W0 = 3 (im and Lsd = 20 |im. The gate length Lg was 10 |im and the gate-to-gate distance was 
about 1 p.m. 

The room temperature I-V characteristics were measured using an HP4145B semiconductor 
parameter analyzer. First, the top gate was biased over the range -0.5 V to 0.3 V in 0.1 V steps 
while the side gate was held constant at 0 V. These "MODFET-like" characteristics are shown 
in Fig. 5 (left). Pinch-off occurred at VgiSide = -0.5 V. Next, the top gate voltage was held 
constant at Vgit0p = 0.3 V and the side gate voltage was varied from 0 V to -7.0 V, resulting in 
the characteristics shown in Fig. 5 (right). When the top gate was biased at 0 V, the side gate 
achieved pinch-off at about -7 V, due to lower electron sheet density beneath the top gate. The 
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Fig. 4.     Schematic of 2D-MESFET with novel metal/2-DEG junction side gate.   Cross- 
sectional view (right) illustrates how the side-gate modulates the channel width. 
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2D-MESFET Id - Vjs characteristics at 300 K. (Left) Vg?top ranges from 0.3 V to -0.5 
V (-0.1 V step) with side gate bias, Vg;Side = 0 V. (Right) Vg^e ranges from 0 to -7 V 
(-1 V step) with top gate bias, Vg)top = 0.3 V. 

current modulation in Fig. 5 (right) is in good agreement with our charge control model for the 
new side gate contact. Finally, we compared the subthreshold slope for the case when the side 
gate was allowed to float and the case when the side gate was biased simultaneously with the top 
gate. We found that the subthreshold slope was larger in the latter case, indicating that the side 
gate has a better pinch-off characteristic. This effect will be much more dramatic in scaled 
devices and should permit operation of the 2-D MESFET at much lower currents, resulting in a 
large reduction in the power consumption in integrated circuits. 
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IV. SUMMARY 

We have reported results for two new field effect transistors based on the 
heterodimensional metal/2-DEG junction gate. This junction is formed using an electroplate 
technique developed at the University of Virginia. In the Schottky-gated Resonant Tunneling 
Transistor (SG-RTT), the gate modulates the area of the quasi-two-dimensional electron 
accumulation layer above the top barrier in a AlGaAs/GaAs double-barrier resonant tunneling 
heterostructure. In this fashion, the gate modulates the tunneling current. The SG-RTT 
exhibited high transconductance in excess of 100 mS/mm at room temperature and also 
exhibited a positive shift in the peak voltage at high forward gate bias. This latter characteristic 
may be useful for high speed switching applications. We also presented first results of a novel 
2-dimensional metal-semiconductor field effect transistor (2-D MESFET) in which the 2-DEG 
channel width is modulated by a metal/2-DEG side gate. We observed better pinch-off by the 
side gate compared to that for a MODFET-like gate in the same device. With appropriate 
scaling, this device should operate at much lower current than conventional transistors, leading 
to much lower power consumption in integrated circuits. 
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ABSTRACT 

Significant improvements in the reliability as well as yield and reproduceability of GaAs planar doped 
barrier (PDB) microwave detector diodes have been achieved by substituting carbon-doped acceptor 
regions in place of conventional beryllium acceptor dopant. The superior characteristics of the C-doped 
PDB diodes are thought to be related to the hyperabrupt and stable carbon acceptor doping spikes (10- 

60A) obtained in the n^-i-p^-i-n^ doping profile grown by molecular beam epitaxy (MBE). Mesa 
geometry PDB diodes (10-20 micron diameter) in micropill packages were RF tested at 10 and 35GHz. 
Excellent tangential sensitivity up to -58dBm was measured with a detector video impedance of 2- 
50kohms depending upon barrier height. The electrostatic discharge (ESD) failure threshold voltages 
were found to be much higher for the PDB diodes (3500V) in comparison to Schottky detector diodes 
(300 V). 

I.  INTRODUCTION 

Planar doped barrier (PDB) diodes ^"^ are promising new devices for replacement of point contact and 
Schottky diodes for microwave detector and mixer applications.  PDB diodes have demonstrated excellent 

performance as detectors up to 94GHz'* and as subharmonic mixers at 140GHz . The key advantages of 
the PDB diode are that the barrier height can be readily designed for particular applications (i.e., for low 
drive mixers or zero-bias detectors) and the asymmetry in the current rectification can also be varied. In 
addition, PDB diodes have been reported to have lower 1/f noise and higher resistance to electrostatic 

discharge (ESD) failure than Schottky diodes".    Recent work has focussed on the reliability and 

manufacturability of these devices'. This paper discusses the performance and reliability of GaAs PDB 
diodes using carbon-doped acceptor regions. 

II. PDB DIODE STRUCTURE 

The doping profile and the conduction band energy diagram for a PDB diode is shown in Figure 1(a) and 

1(b), respectively.    The PDB structure consists of an n + -i-p + -i-n"1"  doping profile in which an 
extremely thin (l-10nm) acceptor region is placed within an intrinsic (nominally undoped) region 
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bounded by two donor contact regions. The typical doping densities for the n+ and p + regions are 1- 

5xl018cm"3. The thin acceptor spike is fully ionized forming a negative space charge region which is 

compensated by positive space charge induced at the edges of the n+ contact regions. This results in a 
triangular conduction band energy profile as shown in Figure 1(b) whose height and shape are 
determined by the sheet acceptor concentration and its positioning within the intrinsic region. A highly 

rectifying PDB diode is made by placing the acceptor spike closer to one of the n+ contact regions. The 
barrier height, QB, and capacitance, C, of the PDB diode are given approximately by the following 

expressions: 

<t>B = qNAXA   M_L2 (D C =   S* (2) 

E      (Li+L2) (L1+L2) 

where NAXA is the acceptor region doping-thickness product, Li and L2 are the intrinsic region widths, 

a is the diode area, q is the electronic charge, and E is the dielectric permittivity. Molecular beam 
epitaxy (MBE) is used to grow these structures at slow growth rates (approximately 2.8 Angstroms/sec) 
in order to achieve precise control over the thicknesses and doping levels in the PDB diode. 

A schematic cross-section of a PDB diode is illustrated in Figure 2. Shallow mesas are fabricated using 
wet chemical etching with diameters of 10-25 microns. AuGeNi-Au contacts are formed to the top anode 
contact and the sidewalls are passivated with silicon nitride. The wafer is thinned to 100 microns and a 
backside contact of AuGeNi-Au is formed. The wafer is diced and the individual diodes are thermo- 
compression bonded in ceramic micropill packages. 

III.  CHARACTERIZATION OF C AND Be ACCEPTOR DOPANTS 

The first GaAs PDB diodes were grown using beryllium and silicon for the acceptor and donor dopants, 
respectively. It was found experimentally that it was very difficult to reproduce the barrier heights and I- 
V characteristics of PDB diodes using Be. Furthermore the diodes were found to degrade rapidly under 
high temperature reverse burn-in. Similar phenomena has also been seen in AlGaAs/GaAs heterojunction 
bipolar transistors (HBT) and has been attributed to Be diffusion under current stressing causing p-n 

junction shifts. Carbon evaporated from a heated graphite filament8"9 has been used as an acceptor 
dopant in the MBE growth of GaAs. It has been shown that the C diffusion coefficient in GaAs is much 
lower than Be presumably due to the strong tetrahedral Ga-C bonds (diamond-like) in the crystal. 

A comparison of the diffusion coefficients of C and Be during growth was analyzed using a test sample. 
Two delta-doped spikes of both C and Be (deposited during growth interruption) were placed in the 
middle of 500A thick Al0 3Gao.7As layers grown at 580C. A piece of this sample was cleaved off and 

underwent a rapid thermal anneal (RTA) of 900C for 15 seconds. A SIMS analysis of the samples was 

done using an 0 + ion beam at 3keV energy to obtain high resolution depth profiles. The resultant 
impurity profiles for C and Be are shown in Figure 3(a) and 3(b), respectively. It is seen that although 
the nominal sheet acceptor concentrations are the same, the peak Be concentration is approximately 5 
times lower than for C. Also the leading edges of the C profiles are parallel with the Al signal. 
Together this implies that the C profile is atomically abrupt (as is known for the Al profile) and that 
significant diffusion of Be has occurred during MBE growth. After the RTA, there is no indication of C 
diffusion.   In contrast, after the RTA there is further additional diffusion of Be leading to a broader 
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profile.  This data suggests that C is preferred over Be as the acceptor dopant in GaAs PDB diodes since 
hyperabrupt and stable doping spikes can be obtained. 

A SIMS depth profile of a typical PDB diode is shown in Figure 4. The C-doping spike is 35 A wide and 
the undoped region widths are 100A and 2000A resulting in a highly asymmetric rectifying diode. The 
finite width of the C-doping profile is due to SIMS instumental broadening associated with the sputtering 
rate and knock-on. Also to be noted is the large unintentional C contamination at the epilayer-substrate 
interface. This can be minimized by using ozone cleaning of the substrate prior to epitaxial growth. 

The control of the C-doping concentration and barrier height was examined. A series of PDB diodes 
were grown using a fixed C-doping level and varying the growth time of the acceptor spike region. The 
measured log I-V characteristics are shown in Figure 5.  The barrier height, (hg, can be determined from 

the extrapolated saturation current at zero-bias, IQ.    From the inset in Figure 5, it is seen that the 

calculated barrier heights are directly proportional to the growth time of the acceptor spike regions. This 
is expected from Equation (1) where the barrier height is proportional to the doping-thickness product of 
the acceptor spike region.   From this data, it is estimated that the C-doping level is controlled to within 

+ 1-2% which corresponds to + /- 1°C control in the graphite filament temperature. This level of 
doping control is very important to obtain PDB diodes with reproduceable I-V characteristics. 

IV. DC AND RF PERFORMANCE 

Zero-bias PDB detector diode chips were mounted in standard ceramic pill packages (ODS-119) and 
tested at DC and for RF performance at X and Ka band frequencies. Table 1 shows the typical DC 
characteristics of these diodes which exhibit low forward turn-on voltages (0.06V @ lOuA) due to the 
low designed barrier height ((()g = 0.2V).   The temperature dependence of the forward voltage (Vf @ 

lOOuA) for zero-bias PDB and high barrier Si Schottky diodes is illustrated in Figure 6. The zero-bias 
PDB diodes are seen to be less sensitive to temperature variation than Si Schottky diodes. The detected 
output voltage as a function of input power level at 10 and 35GHz is given in Figure 7. Table 2 shows 
the video impedance, tangential sensitivity, and detected output voltage (@-10dBm) at 10 and 35GHz. 
The zero-bias PDB diodes display excellent tangential sensitivity up to -58dBm and a video impedance of 
2-50kohms depending upon the barrier height. The video bandwidth was 2kHz to 2MHz and the 
amplifier noise figure was 2dB. No matching circuit or tuner was used to optimize the measurement. 

Electrostatic and RF burnout are important parameters for microwave diodes in many applications. The 
very small active areas of PDB and Schottky diodes limit their power handling capability and make them 
vulnerable to failure caused by accidental electrostatic discharge (ESD). Zero-bias PDB and equivalent 
Si and GaAs Schottky diodes were subjected to electrostatic pulses using a manual ESD simulator, IMCS 
Model-700. The ESD pulser simulates electrostatic discharge pulses through the human body. The 
circuit consists of a lOOpF capacitor in parallel with a lOOOohm resistor and discharges in less than 
100ns. The diodes were also tested for RF burnout at 10GHz by gradually increasing the CW power to 
the diodes. The results of these tests are shown in Table 3. It is seen that the Schottky diodes can 
withstand 800-1500V in the forward direction but only 200-300V in the reverse direction. The zero-bias 
PDB diodes can withstand 3500V in both directions making them far more rugged against ESD failure 
compared to Schottky diodes. The CW burnout level for zero-bias PDB diodes is similar to high barrier 
Si and GaAs Schottky diodes and is limited to the maximum power dissipation of the diodes resulting in 
metal contact failure. 
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V. SUMMARY 

Zero-bias GaAs planar doped barrier detector diodes with excellent DC and RF performance at 10 and 
35GHz have been demonstrated. The previous problem of poor reliability and reproduceability of the 
PDB diode I-V characteristics was solved by substituting carbon for the conventional beryllium dopant in 
the thin acceptor spike regions grown by molecular beam epitaxy. SIMS analysis has shown that C- 
doping spikes are extremely abrupt and are highly stable against diffusion compared to Be. The 
threshold voltages for electrostatic discharge (ESD) failure of PDB diodes were found to be much higher 
(3500V) than for equivalent Schottky diodes (300V) offering improved reliability in many systems 
applications. 
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DC CHARACTERISTICS OF ZERO 
BIAS PDB DIODES 

(10 GHz-40 GHz PILL PACKAGE) 

Vf @ 10 uA 0.06 volts 

Vf @ 100 uA 0.14 volts 

Vb @ 10 uA 1.0 volts 

Cj (Calculated) 60 fF 

Rs 15 ohms 
Table 1 

RF PERFORMANCE OF ZERO 
BIAS PDB DODES 

(10 GHz-40 GHz PILL PACKAGE) 

Frequency 10 GHz 35 GHz 

Video Impedance 
R» 

2-50 kohms 2-50 kohms 
V 

Tangential Sensitivity 
Tce 

-50 to -58 dBm -50 to -58 dBm 
ss 

Voltage Output 
@-10 dBm 

80 mV 

Table 2 

65 mV 

ELECTROSTATIC AND CW BURNOUT AT 10 GHz 

Low Barrier   Med. Barrier   High Barrier      GaAs       GaAs PDB 
Si-Schottky    Si-Schottky     Si-Schottky    Schottky    (Zero Bias) 

Vf @ 1 mA (volts) 0.4 0.55 0.7 0.72 0.2 

Vb @ 10 uA (volts) 3 5 7 7 1 

Ct (pF) 0.1 0.1 0.1 0.1 < 0.1 

Electrostatic 
Pulses (3) 

Forward (volts) 800 1100 1500 900 3500 

Reverse (volts) 300 300 300 200 3500 

CW (watts) 0.2-0.4 0.3-0.5 0.4-0.6 0.4-0.6 0.4-0.6 

Table 3 
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ABSTRACT 

We have fabricated a novel type of interband resonant tunnel diode 
by MBE growth of a superlattice, each period of which consists of 
layers of GaSb, AlSb and InAs. The diode is designed to conduct in 
forward bias by resonant interband tunneling, so that the entire 
stack appears to be a short circuit. Reverse bias current is impeded 
by band gap blocking. The reverse breakdown voltage varies with the 
number of periods, with each period capable of blocking about 0.4 V. 
A four period diode conducts 5000 A/cm2 at less than 0.3 V of 
forward  bias. 

INTRODUCTION 

It is well known that the current-voltage characteristic of tunnel 
diodes and backward diodes can exhibit greater curvature than that 
of thermal diodes such as PN junction, schottky barrier and PIN 
diodes [1, 2], and can thus give a lower turn-on voltage. However 
tunnel diodes cannot block more than about 1 V in the off state 
because of thermal injection current. We have fabricated 
superlattice interband resonant tunnel diodes designed to use 
resonant interband tunneling to maintain the large IV curvature and 
low turn-on voltage of a tunnel diode while using band gap blocking 
to provide moderate reverse breakdown voltages. 
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The diode is made from repeated layers of InAs, AlSb and GaSb. This 
material system has been of interest recently because the valence 
band edge of GaSb is 0.14 eV above the conduction band edge of InAs, 
and a number of devices based on interband tunneling between InAs 
electrons and GaSb light holes have been made [3-8]. The energy band 
diagram for one of the diodes we fabricated is shown in Figure 1. 
Conduction occurs in the on state by tunneling of electrons from the 
GaSb valence band through the AlSb barrier into the InAs conduction 
band, followed by recombination with light holes in the next layer of 
GaSb. The widths of the quantum wells in the InAs conduction band 
and the GaSb valence band are designed so that the InAs electron and 
GaSb light hole quasi-stationary states line up with no voltage 
applied across the diode. This allows the diode to take advantage of 
resonant interband tunneling. Conduction in the off state is 
prevented by band gap blocking. A bias that tends to make InAs 
conduction band electrons tunnel across the AlSb to recombine with 
GaSb holes causes misalignment of the quasi- stationary states and 
lines up the InAs conduction band with the band gap of GaSb to 
prevent tunneling. 

We imposed two conditions to obtain the widths of the two quantum 
wells in our initial design: 1) the sum of the energies of the quasi- 
stationary light hole state Eh and the electron state Ee must equal 
the 0.14 eV difference between the GaSb valence band edge and the 
InAs conduction band edge, and 2) the slopes of the wave function 
envelopes in the InAs conduction band and GaSb valence band satisfy 
the boundary condition at the InAs/GaSb heterojunction: 

I (1/m h) (chif/dx) I = I (l/me ) (d ^ /dx) I (1) 

where the subscripts h and e refer to GaSb light holes and InAs 
conduction band electrons respectively. The effective masses of 
0.056 mo for light holes in GaSb and 0.023 mo for electrons in InAs 
with equation (1) lead to 

W2 = 2.435 wi 
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for the second condition, where wi and W2 are the widths of the 
GaSb and InAs quantum wells respectively. We assumed a quadratic 
relation between well width and energy level and used the bound 
state energies of 0.18 eV for light holes in a 3 nm GaSb quantum 
well [6] and 0.05 eV for electrons in a 15 nm InAs quantum well [7] 
to arrive at wi = 5.01 nm and W2= 12.20 nm. The energies Ei and E2 
of the GaSb and InAs quasi-stationary states are 0.065 eV and 0.075 
eV respectively. The AlSb barrier thickness was chosen to be 2.5 nm 
in order to give forward bias current densities of several hundred 
A/cm2 [6]. 

EPITAXIAL GROWTH AND DIODE FABRICATION 

All of the diode wafers were grown by molecular beam epitaxy on 
InP substrates in a Perkin-Elmer 430 MBE system. We grew a thick 
buffer layer between the InP substrate and the active diode layers in 
order to  relieve the 4% strain.  The  buffer was  made by the 
sequential growth of the following: 500 nm of N+ Gao.47lno.53As, a 
five   period  superlattice  each   period   of  which  contained  two 
monolayers of Gao.47lno.53As followed by two monolayers of InAs, 
and a thick layer of InAs N doped at 1018 cm"3. We then grew the 
active diode layers (superlattice) followed by a 200 nm N+ InAs cap 
layer. Diode wafer no. 1 was fabricated with two periods, wafer no. 
2 with four periods and wafer no. 3 with eight periods. 

The diodes were fabricated with a wet-etch mesa process. The etch 
bath consisted of H2O2, H2SO4 and H2O in a 1:1:100 solution. The 
bottom N+ layer and the bottom ohmic contact metal was common to 
all of the diodes. The anode and cathode contact metallizations both 
consisted of 100 nm of AuGe, deposited by e- beam evaporation and 
patterned by lift-off. The contacts were not alloyed. 

A non-self aligned process was used for wafer no. 1 which resulted 
in a resistance between the diode mesa and the cathode contact 
metal of about 100 Q that dominated the IV characteristics (Figure 
2). Wafers nos. 2 and 3 were processed in a self-aligned manner, 
using the anode metal as the mask for the cathode metal deposition. 
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ELECTRICAL MEASUREMENTS 

The IV characteristics and MBE profile of a 500 (im2 diode from 
wafer no. 1 are shown in Figure 2. The reverse current for the diode 
shows two negative differential resistance (NDR) regions. The first 
NDR region is caused by band gap blocking in the vicinity of the 
bottom AlSb layer as indicated in Figure 2c. After the reverse 
current is reduced by bandgap blocking, further increases in reverse 
bias voltage cause the reverse current to again increase with bias. A 
reverse bias voltage increment of about 0.4 V is required to 
overcome the band gap blocking. This voltage is comparable in 
magnitude to the InAs room temperature energy gap of 0.36 eV and 
indicates that thermal injection of holes from the GaSb and AlSb 
valence bands into the InAs valence band is the mechanism by which 
the reverse current increase is resumed. 

The second NDR for fhe diodes in wafer no. 1 occurs at a larger 
current density. The band gap blocking that causes the second 
reverse bias cutoff occurs at the uppermost AlSb layer in the diode, 
as indicated in Figure 2c. The current before cutoff is large because 
there is no quasi-stationary state in the top InAs layer. 

A region of NDR is also observed in forward bias. This NDR is due to 
blocking at the upper InAs/GaSb heterojunction [8]. 

Figures 3a and 3b show the IV characteristics for four period diodes 
(wafer no. 2) and eight period diodes (wafer no. 3) respectively. The 
diodes have anode contacts that are 100 u.m2. The IV curves for the 
diodes on wafers 2 and 3 are dominated by the intrinsic diode 
characteristics   rather   than   parasitic   resistance.   The   lower 
resistance in wafers 2 and 3 is due to the self-aligned process that 
was used. However, some resistance remains because of contact 
resistance   between   the   tungsten   probe   tips   and   the   gold 
metallization and also because of the wet etch undercut of the anode 
contact metal. We estimated the probe contact resistance to be 20 Q. 
and the spreading resistance due to undercut to be 20 Q for wafer 2 
and 60 Q for wafer 3. 
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The four period diode gives a forward current of 5 mA at a forward 
voltage of 0.3 V. Most of the voltage drop is due to contact and 
spreading resistance. The eight period diode gives a forward drop of 
0.75 V. We believe the parasitic resistance of the eight period 
diodes was large because of severe undercutting of the anode 
contact during the mesa etch. An anisotropic etching process is 
needed to optimize the diode structure. 

The reverse characteristics of the four and eight period diodes are 
similar in nature. The reverse current increases with reverse bias 
until band-gap blocking at one of the GaSb/AISb/lnAs sections 
prevents InAs conduction band electrons from entering the GaSb 
valence band and causes NDR to occur. A negative bias increase of 
about 0.4 V then causes injection of holes into the InAs valence band 
to overcome the bandgap blocking and the current increases until 
bandgap blocking occurs at another section of the diode. Since all the 
sections are similar in design, the bandgap blocking occurs at 
similar  currents,   giving   the   reverse   diode   characteristic  the 
sawtooth appearance seen in Figures 3a and 3b. The sawtooth 
characteristic has potential applications for high speed circuits 
[9,10] The looping seen in Figure 3 is caused by interaction of the 
diode NDR with the inductance of the curve tracer leads. 

CONCLUSION 

We have fabricated GaSb/AISb/lnAs superlattice rectifying diodes 
on InP substrates with a self-aligned wet etch process. The diodes 
can block more than 1.5 V in the reverse direction while conducting 
5,000 A/cm2 in the forward direction with a forward voltage drop 
of less than 0.3 V. We have also fabricated diodes capable of 
blocking more than 3 V of reverse bias. The forward voltage drops 
are larger than is desirable, but improvement can be expected from 
more heavily doped contact layers, anisotropic etching for self- 
aligned contacts, thinner barrier layers and doped InAs and GaSb 
quantum wells. Reductions in the reverse current can be expected 
from reductions in the InAs and GaSb quantum well thicknesses. 
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Figure 3. IV Characteristics for a) Four Section, and b) Eight Section 
InAs/AISb/GaSb Rectifying Diodes. Note that Voltage 
Scale is Different for (a) from (b). 
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Abstract 

The potential of InP Gunn devices as power sources in the fundamental mode at D-band 
frequencies (110 GHz - 170 GHz) is investigated. A self-consistent ensemble Monte Carlo 
model has been developed to design and identify suitable structures for operation in this 
frequency range. Using this model with typical InP material parameters found in the literature 
will be shown to give results inconsistent with experiment. Based on experimental results 
from a 1.7 pm long Gunn structure, more realistic material parameters were estimated. The 
resulting model is then used to design various structures with active regions in the 1 /xm range 
In particular two structures, one with a flat doping profile and the other with a linearly graded 
doping profile, were fabricated and tested. State-of-the-art performance from these structures 
operating in the fundamental mode was obtained at frequencies ranging from 108.3 GHz to 
155 GHz The flat structure yielded optimum results at 108.3 GHz with a power level of 33 
mW while the graded structure gave 20 mW at 120 GHz, 17 mW at 133 GHz, 10 mW at 136 
GHz  and 8 mW at 155 GHz. These results will be compared with the model predictions. 

1     Introduction 

Sources for power generation in the W-band frequency region often consist of two terminal 
solid state devices. Among these devices Gunn and IMPATT diodes are the most important 
with Gunn devices suited for low noise, moderate power applications, and IMPATT devices 
suited for high power applications. At higher frequencies, adequate low-no.se sources are not 
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readily available. However, this is not due to a lack of effort but rather to the many chal- 
lenging problems encountered. These problems include fabricating and packaging devices with 
increasingly smaller features, designing more complex circuits, and more importantly overcom- 
ing fundamental limitations of the carrier response in semiconductors at these frequencies. 

In this paper, InP Gunn devices will be shown to be capable of generating adequate amounts 

of power in the D-band frequency region and in particular in the 140 GHz atmospheric window. 
Toward this goal, a physical model based on the Monte Carlo technique has been developed 
to design, simulate, and predict the performance of InP Gunn structures at high frequencies. 
The validity of the model is found to be strongly dependent on the use of appropriate InP 
material parameters. These parameters were estimated from a comparison between the model 
predictions and experimental results at frequencies in the W-band region. Two InP Gunn struc- 
tures were then designed for operation in the D-band region. The corresponding experimental 

results will be presented and compared with model predictions 

2     Simulation Model 

The conversion efficiency and the output power of the InP Gunn structures are estimated by 
considering the device in a resonant circuit represented by a load resistance and a resonating 
inductance. The effects of contact resistances, substrate resistances, and skin effect losses are 
represented in the resonant circuit by a series resistance. The Gunn device itself is represented 
by a nonlinear admittance consisting of a negative conductance and a capacitive reactance. 
The admittance is obtained from a characterization of the internal transport dynamics in 
response to the applied voltage across the device. For this analysis, a model based on the 
self-consistent ensemble Monte Carlo technique is employed [1]. A sinusoidal RF voltage 
superimposed on a dc voltage is applied across the device. The current response over many 
RF periods is then obtained from the Monte Carlo simulation. The current is Fourier analyzed 
and the fundamental component is used to estimate the device admittance. The next section 
discusses the important issue of the relation between InP material parameters and the accuracy 

of the Monte Carlo model. 

3      Overview of InP Material Parameters 

Before proceeding to device simulation, It is appropriate to overview the currently used InP 
material parameters. Table 1 lists some parameters relevant to the Monte Carlo method as 
found in the literature. There is a wide range of values for many parameters important to 
the Gunn effect. In particular, there is more than an order of magnitude uncertainty in the 
T-to-L intervalley coupling constant. A method often employed to determine these parameters 
consists of fitting experimental data to the Monte Carlo generated velocity versus electric field 
characteristics. As pointed out by Fischetti [6], some of the experimental data are relatively 
insensitive to some of the scattering parameters, such as T-to-L deformation potential based 
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on the velocity-field characteristics. On the other hand, the Gunn effect is very sensitive to the 
rate of intervalley transfer and therefore to the intervalley deformation potential. This suggests 
that more accurate estimation of these parameters is possible by comparing experimental data 

from Gunn devices at high frequencies with model predictions. 

Reference [2] [3] [4] [5] [6] this work 

Energy Separation (eV) r-L 0.54 0.6 0.6 0.6 0.832 0.4 

r-x 0.775 0.8 0.3 1.5 0.775 

Effective Mass ({[£) 
r 0.078 0.068 0.08 0.082 0.082 

L 0.26 0.4 0.4 0.4 0.353 0.5 

X 0.325 0.4 0.4 0.46 0.5 

Nonparabolicity factor 

(A) 

r 0.83 0.635 0.85 0.83 

L 0.23 0.0 0.33 0.23 

X 0.38 0.38 

Intervalley Coupling Constant 

(109 eV/cm) 

r-L 1.0 0.44 0.1 2.5 0.506 1.0 

r-x 1.0 0.43 1.0 0.498 1.0 

L-X 0.9 0.367 0.468 0.468 

L-L 1.0 0.246 0.41 0.575 0.575 

x-x 0.9 0.46 0.28 0.28 

Acoustic Deformation 
Potential (eV) 

r 8 7 5 5.0 

L 8 12 5 5.0 

X 8 5 5.0 

LO Phonon Energy (eV) 
r 0.043 0.043 0.0424 0.043 

L 0.0423 0.0423 

X 0.0416 0.0416 

Static Dielectric Constant 12.35 12.37 12.35 12.61 12.61 

Optical Dielectric Constant 9.52 9.61 9.52 9.61 9.61 

Table 1: InP Material Parameters from the literature and this work. 

4      More Appropriate InP Material Parameters 

The doping profile of an InP Gunn structure to be used for such a comparison is shown in 
figure 1. It has a 1.7 ^m long active doped at 1 x 1016 cm"3, a 0.1 /zm long cathode region 
doped at 3 x 1017 cm"3, and a 0.2 /zm long anode region doped at 3 x 1017 cm 3. An InP 
wafer with this structure has been processed. Devices with various sizes have been mounted 
on copper heat sinks. Tapered leads were thermocompression bonded to the diode and to 
four metallized quartz standoffs. For some devices, metallized quartz rings were used instead 
of the standoffs. A 50-^m device was tested in a W-band resonant cavity with the following 
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results: 40.0 mW output power at an oscillation frequency of 80.0 GHz and an efficiency of 
1.6 %. The bias voltage was 5.0 V and the dc current was 500 mA. The structure shown in 
figure 1 is simulated using the Monte Carlo model. The dc bias voltage is set to 5.0 V and 
the temperature to 450 K. A starting set of material parameters is taken from reference [6] 

in table 1. No oscillations were obtained with these values for frequencies ranging from 75 
GHz to 120 GHz. Upon examining these parameters, it appears that the V - L intervalley 
energy separation of 0.832 eV is too large. A systematic procedure for changing the values 
of the different parameters is adopted. In particular the values used for the intervalley energy 
separation and the effective mass in each valley are targeted. It is expected that the occurrence 
of oscillations will be enhanced if the electron effective mass in the satellite valleys is increased, 
the intervalley energy separation is reduced, and the scattering rates to the satellite valleys 
are increased. The combined effect of these changes is to increase the transfer to the satellite 
valleys for the same bias voltage and reduce the average electron velocity at high electric fields. 
As a consequence a larger negative differential mobility is obtained which is more favorable for 
nucleating space charge layers. Upon making the above changes a set of parameters, listed 
in the last column of table 1, is obtained which will be shown to yield good agreement with 

experimental results. 
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Figure 1: Doping profile of the W-band InP Gunn structure. 

As mentioned earlier, we expect the electron transfer to the upper valleys to be enhanced 
as a result of the changes made to the material parameters. This is clearly revealed in figure 2 
which displays the ratio of electrons in the L valley to the total number of electrons as a 
function of position across the device. The two curves are taken at a phase of \ in one RF 
cycle and correspond to Monte Carlo results employing the material parameters taken from 
the literature and the new material parameters used in this work. The latter set of parameters 
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results in a much higher ratio of electrons in the L valley and in particular closer to the cathode 
contact ( position = 0). The simulation of the structure in figure 1 at 80 GHz resulted in an 
average dc current density of 26603 A.cm-2 and an equivalent admittance Y# = (-2114 + 
j 2057) (mho.cm-2). In order to compare the simulation results with the experimental data, 
the diameter of the device is set to 50 //m which requires a load resistance of 12.4 tt. The 
predicted output power is 45.8 mW with an efficiency of 1.79 % and a dc current of 522 mA. 
These results are in very good agreement with the experimental data obtained from a similar 

Gunn structure. 
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Figure 2: Ratio of electrons in the L valley as a function of position at cot 

In the next section, two InP Gunn structures designed for operation in the D-band will be 
considered. Simulation results based on the above Monte Carlo model will be compared with 

experimental data. 

5      InP Gunn Structures for D-band Operation 

For operation in the D-band, it is necessary to decrease the device length and increase the 
doping level in the active region. Two InP structures with different doping profiles are consid- 
ered. The first has a l-/im-long flat doping profile while the second has a 1-^m-long linearly 

graded doping profile in the active region. 

IV-8 
342 



5.1        Flat Doping Profile 

This structure consists of a l-/zm-long active region doped at 2.5 x 1016 cm-3. A wafer 
was grown by CBE (Chemical Beam Epitaxy). The wafer was processed and devices with a 
nominal diameter of 35 fim were packaged and tested in a W-band cavity with a resonant cap 

on the device. Oscillations were obtained at 108.3 GHz with 33 mW CW output power and 

1.87 % efficiency. The device was biased at 4.1 V and has a dc current of 430 mA. 

CD 

180 

Frequency [GHz] 

Figure 3: Predicted output power as a function of frequency for a 1-^m-long Gunn structure 

with a flat doping profile. 

To simulate this structure, the bias voltage was set to 4.1 V and the operating temperature 
to 480 K. The actual device operating temperature is estimated to be close to 500 K since 
most of the devices failed as the bias voltage is increased beyond 5 to 5.5 V. The performance 
was evaluated as a function of frequency and for different RF voltages (1.0 V, 1.5 V, 2.0 V, 
and 2.5 V). Figure 3 shows a plot of the RF power versus frequency. More than 60 mW 
output power is predicted near 120 GHz. For an RF voltage of 2.5 V, the power peaks near 
108 GHz and the oscillation bandwidth becomes smaller compared with lower RF voltages. 
The predicted power at 108.3 GHz in this case is approximately 50 mW. This value is in good 
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Figure 4: Predicted output power as a function of frequency for a 1-yum-long Gunn structure 
with a linearly graded doping profile. 

agreement with the experimental results when taking into account cavity losses and the fact 
that the experimental results are obtained from a single wafer. 

5.2        Graded Doping Profile 

In order to further enhance the performance of InP Gunn devices in the D-band, a nonuniform 
doping profile in the active region is considered. The advantages of a linearly doping profile in- 
clude reducing the peak electric field, lowering the current density, and improving the efficiency 
and output power. A wafer with a graded doping profile was designed and grown by MOCVD. 
The structure consisted of a l-//m-long active region with a doping linearly increasing from 
7.5 x 1015 cm-3 at the cathode side of the active region to 2.0 x 1016 cm-3 at the anode 
side. Samples were processed with integrated heat sinks consisting of gold and silver layers. 
Devices with a nominal diameter of 45 //m were mounted on copper heat sinks and tested in 
a D-band waveguide cavity. Oscillations were obtained at 120 GHz with a power of 20 mW, 
at 136 GHz with a power of 10 mW, at 133 with a power of 17 mW, and at 155 GHz with 
a power of 8 mW. These devices are believed to operate in the fundamental mode since the 
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measured Q values were between 30 and 100 around 120 GHz using a self-injection locking 
method. These Q values are not characteristic of a harmonic mode operation [7, 8]. Even 
though these results are preliminary, they represent the best performance from Gunn devices 

operating in the fundamental mode reported at these frequencies. 

Simulations were carried out on a similar structure using the Monte Carlo model. The dc 
bias voltage was set to 4.1 V, the operating temperature at 400 K, and the device diameter 
was fixed at 45 pm. Figure 4 shows the output power as a function of frequency for different 
RF voltages. Oscillations occur at frequencies ranging from 80 GHz to 180 GHz. At the 
two extremes however, the oscillation condition requires load resistances less than 1 O. The 
output power peaks near 140 GHz where 80 mW is predicted for an RF voltage of 1.5 V. The 
simulation predicts oscillations in a frequency range corresponding to what has been observed 
experimentally, but with better performance. As mentioned above, the experimental results 
are preliminary and more work need to be done to further improve the performance of the 

graded structures at D-band frequencies. 

6      Conclusions 

A self consistent ensemble Monte Carlo model has been developed for the simulation of InP 
Gunn devices at high frequencies. When typical InP material and physical parameters were 
employed, the model could not predict our experimental results. Appropriate parameters were 
determined by comparing simulation results and experimental data obtained from an InP Gunn 
structure operating at 80 GHz. The new parameters are characterized by low intervalley energy 
separation and high deformation potentials compared to typical values used in the literature. 
Possible reasons for these trends include the high operating temperature of the Gunn device 
which alters the band structure, and the lower density of states of nonparabolic bands compared 

to the actual band structure. 

Based on this model, simulation results have shown that it is possible to operate funda- 
mental mode InP Gunn devices in the D-band frequency region. Two structures have been 
designed, modeled, fabricated, and tested. The first structure consisted of a l-pm-long active 
region uniformly doped at 2.5 x 1016 cm'3. The second structure had a linearly graded doping 
profile increasing from 7.5 x 1015 cm'3 at the cathode side to 2.0 x 1016 cm"3 at the anode 
side. Preliminary experimental results were very encouraging and represent the state of the 
art performance from Gunn devices operating in the fundamental mode at these frequencies. 
Both structures operated over roughly the same frequency range, however the graded struc- 
ture yielded better performance at the high frequency end. Improving the experimental results 
requires optimizing the doping profile, reducing further the contact resistances, and developing 

better heat sinks and packaging techniques. 
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ABSTRACT 

Strained quantum well lasers have demonstrated remarkably improved characteristics com- 
pared to unstrained quantum well lasers. For extracting the highest level of performance, the 
required strain may be large.   An important factor in the use of strained quantum wells is 
the long-term stability of the pseudomorphic active region and the associated reliability of the 
device. The effect of strain on reliability is investigated, in particular, for InxGai_xAs/GaAs 
(z=0.2, 0.25, and 0.3) multiple quantum well lasers in 64mW/facet constant output power tests 
at 85°C for 40 hours. Laser characteristics such as the operating currents (lop), the threshold 
currents (Ith), and the slope efficiencies (dL/dl) are measured during the test and serve as 
useful degradation parameters.  The average changes in Iop are 15, 9.9, and 0.22%, and the 
average changes in Ith at 85°C are 21, 8.7, and -1.2% for x=0.2, 0.25, and 0.3, respectively. The 
average changes in dL/dl at 85°C are -19, -14, 1.5%, respectively.  Defect migration into the 
pseudomorphic active region is verified to be the dominant mechanism of degradation observed 
in these lasers. Hence, to account for the strain-induced reliability improvement, it is necessary 
to study the propagation of defects in semiconductor heterostructures. A theoretical model is 
constructed based on the the linear theory of elasticity, and relevant experiments are conducted 
for its support.   Strain energy considerations show that defect propagation across a strained 
layer is unfavorable.   The nonradiative defect densities in the GaAs/Alo.4Gao.6As quantum 
wells with and without the surrounding pseudomorphic In0.2Gao.sAs layers are compared by 
measuring the photoluminescence intensities after intentionally creating defects and enhancing 
their diffusion. The structures with pseudomorphic Ino.2Gao.8As layers consistently show much 
higher quantum well photoluminescence intensity by as much as 130 times, thereby confirming 
our model. These results clearly account for the observed reliability improvement in quantum 
well lasers with increased strain in the well. 

I. INTRODUCTION 

With the development of highly sophisticated fiber communication technologies, optoelec- 
tronic systems have demanded increasingly high-performance semiconductor light sources. Ac- 
cordingly, technological innovations and breakthroughs have been continually made in achieving 
a device of superior characteristics. In particular, InGaAs/GaAs strained quantum well lasers 
have become the most important devices available as pumping sources for erbium-doped fiber 
amplifiers and as transparent substrate vertical cavity lasers for space communication applica- 
tions. Undoubtably, the device stability and reliability are of prime importance. The utilization 
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of innovative design, material, and production technologies for the enhancement of laser oper- 
ating characteristics must therefore be carefully examined in proper perspective regarding their 
impact on practical device reliability. 

The use of strain in InGaAs/GaAs quantum well lasers has shown benefits of low threshold 
current [1], high modulation bandwidth [2], and high power capability [3]. Although promising 
reliability [4] of these lasers has been reported as well, the underlying mechanism of improved 
reliability in strained lasers has not been carefully studied. In this paper, strain-induced relia- 
bility improvement is experimentally verified, and suitable theoretical and experimental models 

are constructed to account for the result. 

II. EXPERIMENTAL DETAILS 

In this work, device reliability is examined in constant output power degradation tests. To 
establish a sound basis of comparison among devices of different strains, all testing conditions 
and degradation-enhancing stress parameters are kept identical. Then, the strain-related degra- 
dation mechanisms, which will manifest themselves as relative changes among different strain 
systems, can be analyzed by monitoring suitable degradation parameters. Changes in sensitive 
signatures of laser characteristics such as the operating current (Iop), the threshold current 
(Ith), and the slope efficiency (dL/dl) will delineate the strain's effect on the device reliability. 

The tested devices are In^Ga^As/GaAs (x=0.2, 0.25, and 0.3) multiple quantum well 
separate confinement heterostructure (MQW-SCH) lasers grown by the molecular beam epitaxy 
(MBE). A simple device structure, a stripe geometry broad area laser, is chosen in order to 
ease the analysis and prevent processing-related variations from obfuscating the results. The 
structure is shown in Fig. 1. Four 50Ä In:rGa1_xAs quantum wells with 250Ä GaAs barriers 
are surrounded by a 0.1/im GaAs guiding layer and a 1/zm doped Alo.eGa0.4As cladding layer 
on each side.  A 0.6/xm n+ GaAs buffer layer and a O.l^m p+ GaAs cap layer are included. 

0.1 jim GaAs p+ (1 X1019cm"3) 

1.0 um Alo.6Gao.4As p    (5X1017cm3) 

0.1 Jim GaAs i 

4MQWs 
In Ga.    As -50 A 

x     1-x 

GaAs - 250 Ä 
i 

0.1 mm GaAs i 

1.0 *im AIQ6Ga04As n    (5X1017cmJ) 

0.6 jim GaAs buffer n    (5X10    cm"3) 

GaAs (100) substrate n+ 

Fig. 1. IniGa^jAs/GaAs MQW-SCH laser structure. 
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The samples are grown on (OOl)-oriented substrates. Facets are formed by cleavage and are 
left uncoated. A total of six 300 /zm x 75/xm stripe geometry broad area lasers, two from each 
strain system, are randomly selected for the test. 

Prior to a 40-hour aging test, several pre-test characterization measurements are made, 
including emission wavelength (Ag) and light versus current (L-I) measurements at several 
temperatures. During the test, the heat sink temperature is maintained at 85°C to within 1°C, 
and the bias was pulsed at 0.4/xs pulse width and 5KHz repetition rate. Every two hours during 
the test, an L-I measurement is taken for Ith and dL/dl extraction. At the end of the aging 
test, similar post-test characterization measurements are made for the full-fledged comparison. 

To elucidate the effect of a strained layer in defect propagation, further experimentation 
is conducted in which the quantum well photoluminescence (QW-PL) of two structures grown 
by MBE is observed. As shown in Fig. 2, their structures are identical but for the addition of 
two thin strained Ino.2Gao.8As layers (guarding layers) surrounding the quantum well in one 
structure. Samples of each structure with the Alo.4Gao.6As layers grown at three different tem- 
peratures (600°C, 640°C, and 670°C) are prepared in order to monitor the growth temperature- 
related effects. Defects of various types are intentionally created by using substrates of high etch 
pit densities (EPD, 5x10cm"2) and/or by implanting Si (Rp+ARp ~ 0.19/zm, Np = 1018cm~3) 
for the structure with the Alo.4Gao.6As layers grown at 670°C. The diffusion of these defects 
is enhanced by the high growth temperature and subsequent rapid thermal annealing (RTA, 
at 800°C for 15 seconds), respectively. The QW-PL intensities of both the as-grown and the 
implanted, RTA-treated samples are contrasted. Care is taken in designing an implantation 
profile such that the charge transfer into the QW is insignificant, and sufficient time is allowed 
to insure that substantial defects may have entered the QW region. Since the accumulated 
defects in the quantum well will lower its optical efficiency, a comparison of defect densities 
between the two structures can be made by measuring their QW-PL intensities. 

150 Ä GaAs 

2000 Ä Alo.4Gao.6As 

80 Ä ln02Ga08As 

400 A AI04Ga06As 

100 A GaAs QW 
400 A AI04Ga06As 

80 A ln02Ga08As 

300 A Alo.4Gao.6As 

GaAs (100) substrate 

150 A     GaAs 

2400 A     Al0 4Ga0 6As 

100 A     GaAsQW 

700 A     Al0 4Ga0 6As 

GaAs (100) substrate 

(a) (b) 

Fig. 2. GaAs/Alo.4Ga0.6As QW structures 
(a) with and (b) without strained Ino.2Gao.8As layers. 
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III. RESULTS AND DISCUSSION 

There is clear evidence of a reduced degradation rate of the lasers for higher strained systems. 
The gradual degradation can be quantified by percentage changes in Iop, Ith, and dL/dl. Fig. 3 is 
the plot of operating current (Jop) versus time. The plot of L-I curves in Fig. 4 shows degradation 
of Ith and dL/dl over time. The results are summarized in Table I. In all cases, minute changes 
in the lasing wavelength assures that the pseudomorphic regions have not relaxed. 

80 

60    - 

^40 
sz 

20 

700 

400 

x = 0.2 

x = 0.3 
■—»    [.^.O- 

_L _L 
10 20 30 

Time (hr) 
40 

Fig. 3. Operating current vs. time from 
In^Gai-xAs/GaAs laser constant output power tests. 

200 400 

Current (mA) 
(a) 

600 200 400 

Current (mA) 
(b) 

600 

Fig. 4. L-I curves for (a) x=0.2 and (b) x=0.3 
before and after the degradation test. 
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Table I. Degradation of In^Gai-^As/GaAs MQW-SCH lasers by percentage changes 

Average change [%] 

x=0.2 x = 0.25 x = 0.3 

lop [ mA] 15.3 9.89 0.224 

IthfmA] 16.2 11.5 -1.28 

lth[mA] 20.7 8.71 -1.23 

Agfum] -0.0250 -0.254 0.0462 

dL/dl per facet [W/A] @ 25 °C -13.6 -13.5 0.075 

dL/dl per facet [W/A] @ 85 °C     |   -18.7 -13.6 1.50 

The strain is also found to have the beneficial effect of preserving the optical quality of 
quantum wells in the structures with guarding layers. The ratios of the QW-PL peak intensities 
for the two as-grown structures with Alo.4Gao.6As layers grown at 600°C, 640°C, and 670°C 
are 3, 5, and 17, respectively. The exponential dependence of the diffusivities of defects on 
the temperature is reflected. In addition, the low temperature PL spectra measured from the 
implanted and RTA-treated structures with and without the guarding layers show the QW 
electron-to-heavy-hole (e-hh) transition intensities differing by ~130 as shown in Fig. 5. These 
large changes are due to the combined effect of the increased number of available defects, the 
increased difFusivity of defects, and the annealing of the internal defects inside the QW. 

10 

3 

w     0.1 
c 
CD 

0.01 

0.001    I—i—L. 

1.45 

with strained layers 
without strained layers 

QW peak 

-j i i I i '    '    ' 

1.5 1.55 
Energy (eV) 

1.6 

Fig. 5. Low-temperature PL spectra of GaAs/AI0.4Ga<).6As QW structures 
with and without strained layers after implantation and RTA 
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Several degradation mechanisms may be observed during aging of lasers: (i) defect formation 
and growth in the active region, (ii) defect formation and growth in the confining region, and 
(iii) facet degradation. The objective is to connect these mechanisms to variations in measurable 
degradation observables. The actual degradation under device operation is quite complex in 
that more than one type of degradation can occur simultaneously. The fact that the confining 
layers in all strain systems are exactly identical has two important implications. First, the 
comparable defect densities in the confining regions should lead to similar degradation rates of 
these regions under the low-level injection. Second, the rates of facet degradation should also be 
comparable since most optical confinement takes place within the large cladding regions with 
the QW regions contributing only a minute portion of the total optical confinement. Therefore, 
degradation rates due to the facet and confinement region deterioration will approximately be 
the same for all strain systems. Thus, varying rates of related degradation observables can be 
solely attributed to the different amount of defect accumulation in the active regions of the three 
strain systems. From the notably insignificant degradation rates for the Ino.3Gao.7As/GaAs 
lasers, the degradation rates due to the mechanisms (i) and (ii) universally found in all strain 
systems are indeed negligible. Therefore, the defect propagation into the active layer can be 
deduced to be the most critical mechanism in determining the overall laser degradation rate. 

The dark line defects (DLD) preferentially propagating along <100> and growing by recom- 
bination enhanced defect motion have been identified as the dominant cause of rapid degrada- 
tion in InGaAs/GaAs lasers [5]. For gradual degradation, point defects such as interstitials and 
vacancies play the dominant role. In the active and guiding regions, they will form nonradia- 
tive recombination centers and increase the carrier recombination rate. Details of the various 
defects are quite diverse and complicated, but for a rudimentary analysis, they can be treated 
as a collection of identical point defects. The carrier lifetime, r, may be expressed as 

- = avthNnr + — C1) 
r rr 

where rr, <r, vth, and Nnr are the radiative carrier lifetime, the capture cross section of the 
defect, the thermal velocity of the carriers, and the density of defects in the active region, 

respectively. Since the threshold current can be written as 

Ith=<^ + lL (2) 
T 

where V, nth, and IL are the active volume, the threshold carrier density, and the leakage 
current away from the active layer, respectively [6], it is clear that from (1) and (2) that an 
increase of the defect density will cause the threshold current to increase. Also, the output 

power per facet can be written as 

L = irl/gamTp(I - Ith) (3) 

where ug,am, and rp are the group velocity, the mirror loss, and the photon lifetime, respectively 

[6]. From (3), it is easy to see that 

dL      hu (As 
li = Tq

u°amT*- (4) 
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From (l)-(4), it can be seen that defects induce reductions in the carrier and photon lifetimes, 
producing an increased threshold current and a reduced slope efficiency from the leakage current 
and the scattering and absorption loss of photons, respectively. These equations conform very 
well with the experimental results if the defect density in the active region of higher strained 
system is to be lower. Therefore, to account for the observed strain-induced laser reliability 
improvement, the strain must have provided a definite means of hindering defect propagation 
into the pseudomorphic active layer. 

IV. ANALYSIS 

To establish the physical basis for the strain-related degradation mechanism, a model is 
proposed where the defect propagation from lattice matched layers into pseudomorphic layers 
is suppressed due to an unfavorable strain energy barrier between the layers [7]. Within the 
limit of the compositionally dependent critical thickness, the strain in the pseudomorphic layer 
can be accommodated elastically. For a small deformation such as that caused by a point 
defect, the linear theory of elasticity provides a good approximation of the stress-displacement 
relation. 

The strain energy density can be written in the Einstein convention as 

w = -CijueijCki (5) 

where c's and e's are the elastic coefficients and the strain tensor coefficients, respectively [8]. 
For a cubic crystal, there are only three nonzero elastic constants c,,,-,- = Cn, CHJJ = C12, and 
Cijij = C44 for i ^ j, and (5) can be simplified as 

w = 2Cn(en + e22 + 4}) + ci2(enf22 + «22*33 + €33*11) + c44(fi2 + *23 + 4i)- (6) 

In an epitaxial semiconductor layer grown on (001) substrate, it can be shown that t,j = 0 for 
i ^ j. So the last term in (6) is equal to zero. Furthermore, the strain tensor can be written as 

(7) 

(8) 
Cll 

where as and a0 are the substrate and epi-layer lattice constants, respectively [9]. 

Now consider an excess distortion above equilibrium (Sen) producing an incremental strain 
energy in the strained and the lattice matched layers. In the pseudomorphic layer (region A), 
the excess strain energy density can be obtained from (6) and (8) to be 

C122 1 
6wA = cutu8en + ci2e22^n - 2 fii^n + öC

H^II- (9) 
en 2 

In the lattice matched layer (region B), the energy density in excess of the equilibrium energy 
density (which equals zero) is 

SwB = 2Cn^ii- (!0) 
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As an approximation, the same elastic coefficients are used for both layers. 

To find the fate of each defect near the heterostructure, the path of minimum strain energy 
must be determined. This necessitates a case study on the epitaxial strain and the defect- 
induced strain by their types, i.e, either compressive or tensile. Together with the fact that 
<^u < «11 and that cn » 2c12 [9], the preferred path of defect propagation can be summarized 
as in Table II by using (9) and (10). Although the precise nature of the defects is quite difficult to 
identify, if the compressive-type defects predominate in the lattice matched region of our lasers, 
it can be seen from Table II that the defect movement will be met by much less resistance in 
the lattice matched layer than in the compressively strained layer. Consequently, the defect has 
to surmount a large energy barrier if it is to propagate into the pseudomorphic layer. 

Table II. Preferred path for defect propagation. 

Path II j^                       Strained region 

PathT^ Lattice matched region 

Strain in the 
pseudomorphic layer 

Strain induced 
by defect 

Preferred 
path 

Compressive (e < 0) Compressive (5e < 0) 1 

Compressive (e < 0) Tensile (8e > 0) II 

Tensile (e > 0) Compressive (8e < 0) II 

Tensile (e > 0) Tensile (5e > 0) 1 

V. CONCLUSION 

The strain-induced laser reliability improvement in InGaAs/GaAs MQW-SCH lasers is ver- 
ified. The experimentation on the photoluminescence of QW structures reinforces the strain's 
reliability benefit. The presented theoretical model shows that a strained layer can effectively 
impede point defects from penetrating through the heterostructures. A reduction of defects 
and an understanding of the relationship between the nonradiative recombination process and 
changes in device characteristics are seen to be very important to improve reliability. Through 
intensive material analysis and reliability testing, much improved as well as reliability-assured 
device design, material, and production technologies can be achieved. The suppression of defect 
propagation by the pseudomorphic guarding layers has important implications in MBE growth 
of semiconductor heterostructures. Instead of smoothing buffer layers, strained guarding layers 
can be used not only to improve device reliability but also to save growth time and source 

materials. This aspect is being currently investigated. 
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Abstract 

High speed capability up to 14GHz is reported for the inversion channel HFET utilizing the 

inversion channel device structure. The transistor is fabricated from the same epitaxial growth and with the 

same fabrication technology as previously used to demonstrate the vertical cavity Double Heterostructure 

Opto-Electronic Switching (DOES) Laser. 

1. INTRODUCTION 

The interest in optoelectronic integration has recently increased significantly with the 

improvement in performance of vertical cavity surface emitting lasers (VCSEL)[l-4]. In order to fulfill the 

expectations of these technologies to form smart pixel arrays[5] and high density integrated circuits with 

optical inputs and outputs, the surface emitting laser growth and fabrication technology must also be 

capable of producing a high performance transistor. In addition, to achieve significant levels of integration 

and thus functionality, a FET logic base is desired since the power consumption of bipolar circuits relegates 

them to relatively low levels of integration. The first monolithic integration of an FET and a VCSEL was 

demonstrated recently by Lockheed[6], where a MESFET was formed on top of the VCSEL using the 

highly resistive multilayer top reflector as an isolation layer. 

The inversion channel technology[7] is a recently reported approach to optoelectronic 

integration which provides a way of merging a Heterostructure Field Effect Transistor (HFET) and a 

VCSEL structure such that high performance from both components is achieved. The central feature of the 

technology is an inversion channel formed by modulation doping of a heterostructure interface which is 

produced in a single epitaxial growth. The quantum wells form the channel for the FET and simultaneously 

the active region of the laser. One fabrication sequence is able to produce both components. Recently[8] the 

Double Heterostructure Opto-Electronic Switching (DOES) laser was reported in which a dielectric stack 
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was used with post growth mode positioning to optimize the threshold current in the DOES VCSEL. The 

lasing characteristics of these devices are shown in figure 1. In this paper we report high speed performance 

of the HFET fabricated from the same material. 

2. RESULTS 

The material was grown by MBE on a semi-insulating GaAs substrate and the active region 

consisted of three 80Ä strained In0.2Ga0.8 As quantum wells. The bottom mirror of the laser structure is a 

27.5 period distributed Bragg reflector and the total thickness of the laser cavity was designed to be 5X to 

incorporate the full inversion channel structure and allow HFET fabrication and electrical operation of the 

DOES without sacrificing switching parameters. The detailed doping and thickness parameters of the 

DOES structure including the barrier and charge sheet dopings have been reported earlier[8]. HFET 

fabrication began with implantation of Mg and P to create a highly doped p-type surface region. Tungsten 

was deposited and patterned using a tri-level technique to produce l|im gate features. Note that the 

Tungsten gate forms an ohmic contact to the semiconductor. The semiconductor was then etched using 

Reactive Ion Etching (RIE) to within 1500Ä of the quantum wells. Then Si was implanted (75 keV, 

2xl013cm~2, 150 keV, 4xl013cm~2) to form the source and drain regions. The implants were activated 

using a Rapid Thermal Anneal at 950° C for 10s. Souce and drain contacts were formed by lift-off of 

AuGe/Ni/Au. A well is etched using RIE and a collector contact is formed in this region by lifting off 

Cr/AuZn. The contacts were alloyed at 450° C for 12s. The transistors were isolated by hydrogen implant 

to the semi-insulating substrate in order to eliminate parasitic capacitances. A dielectric was deposited to 

allow for metal cross-overs: this can be the same dielectric as was used for the top reflector in the DOES 

VCSEL[8], but in this case it is cured Polyimide. Holes were patterned in the Polyimide and bond pads 

were then lifted off to allow for high speed testing. 

The output characteristics of lx50^m gate length HFETs are shown in figures 2a,b. The 

threshold voltage was +0.4V (enhancement) which is ideal for enhancement/depletion logic applications. 

The transconductance (gm) in figure 2a exhibits a maximum of 130mS/mm at a gate voltage of 1.2V. The 

gate conduction at 1.5V on the gate is 0.04mA (< ImA/mm), which is negligible compared to the 
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maximum drain current of 160mA/mm as seen in figure 2b. This voltage for gate conduction agrees well 

with the predicted value[9]. The drain breakdown voltage for the HFETs was about 10V. The h21 

parameter for the HFETs were measured using an HP8510 network analyzer and the results are shown in 

figure 3 indicating an uncorrected unity current gain cut-off frequency of 14GHz. This compares well with 

measurements of HEMTs and MESFETs of similar gate lengthsflO]. To further increase the circuit speed of 

the HFET the drain capacitance must be reduced. This is achieved by reducing the collector doping. Due to 

Be doping in the p-doped active layer of the DOES and the subsequent RTA some Be doping in the 

collector is unavoidable but may be reduced considerably by novel p doping techniques in the MBE. The dc 

parameters show good matching to the DOES VCSEL parameters. The laser threshold is 5mA for a 14um 

diameter device and delivers an output power of 1.5mW for 3mA above threshold. Therefore, a l|im HFET 

of 50(im width would provide ample drive current (8mA) for the laser. Reducing the dimensions of the 

laser would allow even smaller HFET dimensions. 

In summary a ft of 14GHz in the inversion channel HFET has been obtained from the same 

epitaxially grown material as a switching laser having a 5mA threshold current, a switching voltage of 10V, 

and a holding current of 0.5mA. Both devices using essentially identical processing sequences. 
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ABSTRACT 

We have investigated direct optical injection locking and tuning of high frequency os- 
cillators made with GaAs/AlGaAs Heterojunction Bipolar Transistors (HBT's) and 0.25 
fim gate InGaAs/InAlAs Modulation Doped Field Effect Transistors (MODFET's). We 
have developed an HBT technology using transparent indium-tin-oxide (ITO) emitter 
contacts for convenient optical access. Optical injection locking and tuning experiments 
have been performed on 6 GHz microwave oscillators made with the HBT's. Locking 
ranges up to 2.5 MHz and tuning ranges up to 25 MHz have been measured with the 
injection of the optical RF power at 30 dB below the oscillator power level. Similarly, 
direct subharmonic optical injection locking at 10 and 19 GHz has been achieved with 
the MMIC InGaAs/InAlAs MODFET oscillators. 

1     Introduction 

The control of microwave circuits by optical signals has received wide attention because 
of the wide bandwidth of the optical control signals and the inherent isolation from RF 
signals. Optical injection locking of microwave oscillators is particularly promising for 
applications in phased-array radars and cellular communication. Optical control of GaAs 
FET oscillators has already been reported[l]. Recently, we demonstrated direct optical 
injection locking of GaAs/AlGaAs HBT oscillators[2] and InGaAs/InAlAs MODFET 
oscillators[3]. The FET devices have the advantages of easier light coupling through 
the gate-source and gate-drain openings and their mature device technology. On the 
other hand, HBT devices have large internal optical gain and, in addition, their superior 
1// noise behavior is especially attractive for low phase noise microwave oscillators. 
However, it is difficult to couple light into the HBT devices because of the self-aligned 
metallizations currently used for microwave HBTs. Although lateral coupling of light 
via an on-chip waveguide is possible, this would require a second epitaxial growth and 
extra processing steps. 

In this paper, we describe a new HBT technology using transparent indium-tin- 
oxide (ITO) emitter contacts for convenient optical access. Microwave oscillators with 
frequencies of 6 - 10 GHz have been made using these HBTs and direct optical injection 
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locking experiments have been performed at 6 GHz. Experimental results of optical 
injection locking of MMIC InGaAs/InAlAs MODFET oscillators are also presented. 

2    Experimental Results 

2.1      Optical injection locking of GaAs/AlGaAs HBT oscilla- 
tors with transparent ITO emitter contacts 

Indium Tin Oxide (ITO) is optically transparent (T > 90%) with negligible absorption 
and and has a conductivity of 3 x lO^cm"1 at room temperature. ITO films have 
been extensively studied for use in solar cells[5][6], and recently, photodetectors[7][8]. In 
most of the previously reported applications, a Schottky contact was formed between 
the ITO and the semiconductor. We have developed and optimized an ITO ohmic 
contact for both n-type and p-type GaAs with typical specific contact resistances of 
1 x l(r6ftcm-2 and 2 x KT^cm-2, respectively, which are comparable with those 
of alloyed metal contacts. The simplicity and the reliability make the ITO contact 

attractive for optoelectronic device applications. 
The ITO film was prepared by RF magnetron sputtering of a nominally 91 mol.% 

ln203 : 9 mol.% Sn02 composite target onto unheated substrates. Post-deposition 
rapid thermal annealing (RTA) in Ar was used to remove structural defects and to 
improve the electrical and optical characteristics. For a typical 2500A thick ITO film, a 
sheet resistance R„ ~ 2.5ß/ö and transmittance of T= 90% at A = 850nm have been 
achieved. A lift-off technique using photoresist and optical lithography was employed 
to define sputtered ITO patterns as small as 1.0/im in size. Normally, ITO forms a 
Schottky-like rectifying contact with p- or n-type GaAs. To circumvent this, a 50 - 
100Ä layer of either silver or indium was deposited before sputtering the ITO. This pre- 
layer, which is also optically transparent, serves as an intermediary layer that helps form 
low resistance ohmic contacts. Indium is preferentially used in ITO-n-GaAs contacts. 
After the post-deposition annealing, it forms a thin layer of InGaAs which readilyforms 
an excellent ohmic contact with ITO. A contact resistance as low as 2 x 10 7ficm 2 was 
obtained with 50Ä In and 2500Ä ITO on Si-doped GaAs (n = 5 X 1018cm 3). Silver is 
used in ITO-p-GaAs contact to prevent formation of a p-n junction between the p-GaAs 

and the ITO film which is inherently an n-type semiconductor. 
The HBT structure, shown in Table 1, was grown by molecular beam epitaxy (MBE). 

Self-aligned HBT devices were fabricated. Device isolation was provided by single dose, 
high energy 0+ implantation (5 MeV and 0+ = 1.7 x 1015 cm"2) using 3 /i m thick 
electro-plated Au masks and appropriate annealing (RTA 560°C in Ar for 20 seconds). 
After removing the Au masks, the sample was patterned with photoresist to delineate 
the emitters, then a 60Ä thick indium layer was deposited by evaporation, followed by 
2500Ä of ITO deposited by RF sputtering. 2 x 20/zm2 emitters were defined by the 
subsequent lift-off process. The sample was then RTA annealed at 450°C in Ar for 20 
seconds to form the ohmic contacts. ITO was only used for emitter contacts for two 
reasons: First, the contact resistance between ITO and n-type GaAs is lower than that 
of p-GaAs, and secondly, base resistance is a primary factor in determining the high 
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Layer Composition 
Thickness 
(/mi) Type 

Doping 
(cm"3) 

Cap GaAs 0.02 n+ 5.0 x 1018 

Emitter Alo.25Gao.75As 0.30 n 5 x 1017 

Base GaAs 0.10 P+ 1.0 x 1019 

Collector GaAs 0.60 n 2 x 1016 

Subcollector GaAs 0.50 n+ 5.0 x 1018 

Substrate GaAs 300 - S.I. 

Table 1: Layer structure of the AlGaAs/GaAs heterojunction bipolar transistor 

frequency performance of the HBT as, 

/max — 
h 

87T RBCBC 
(1) 

where fr is the current gain cutoff frequency, RB the base resistance, and CBc the base- 
collector capacitance. For these reasons, a standard metallic ohmic contact was used for 

the base. 
Base contacts were formed by wet-etching using the patterned photoresist and the 

ITO emitter as masks followed by evaporation of Zn/Pd/Au and lift-off. The emitter 
ITO was covered with photoresist to block metal deposition during this process. The 
collector contacts were made using a similar etching and lift-off process. Finally, coplanar 
transmission line patterns for microwave probing were formed using electro-plating, and 
connection to the devices was completed with an air-bridge. HBT's with emitters of 
2 x 10/zm2 and interdigitated base contacts were fabricated. A photomicrograph of the 

fabricated HBT is shown in Figure 1. 
Common-emitter I-V measurements show a uniform current gain (hfe) of 10 - 20. 

Gummel plot measurements show junction ideality factors of 1.01 and 1.43 for the base- 
collector and emitter-base junctions, respectively. Microwave performance of the de- 
vices was measured from 45 MHz - 26.5 GHz using an HP-8510 network analyzer. The 
short circuit current gain (\H2i\) and the maximum available power gain (Gmax) were 
computed from the measured S-parameters. As shown in Fig. 2, fT = 18 GHz and 

fmax = 20 GHz were obtained at Ic = 10mA and Vce = 3V 
To characterize the photoresponse of the HBTs, short optical excitation pulses from 

a mode-locked dye laser (A = 853nm) pumped with a Nd:YAG laser were used. The 
nominal pulse width is ~ 7ps and the repetition rate is 76MHz. The response of the 
phototransistor at Vce = 4V and Ib = 50/xA has a full width at half maximum (FWHM) 
of 80ps, as shown in Fig. 3. Taking into account the optical pulse width and the S4 
Tektronix sampling head response (FWHM=35ps), the intrinsic device response time is 

= 60ps. 
Microwave oscillators were made using these devices. The oscillator circuit was built 

on a 15 mil thick Duroid substrate using microstrip lines for impedance matching. The 
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Figure 1: Microphotograph of the fabricated HBT with transparent ITO emitter ohmic 
contact. 
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Figure 2: Measured current gain {h2\) and power gain (Gmax) as a function of frequency 
for HBT with ITO emitter contact. 
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Figure 3: Pulse response of the GaAs/AlGaAs HBT with transparent ITO contact at 
Vce = 4V and Ib = 50/xA. The excitation pulses (A = 853nm) have a nominal pulse width 

of 10 ps. 

transistor was wire bonded onto the circuit. The active device was biased externally 
through bias tees at VCB = 5V and lc = 4.5 mA for maximum power output. Output 
power up to 10 mW was obtained at the oscillation frequency of 5-8 GHz. 

An AlGaAs laser diode (A = 830 nm) was used as the light source for direct optical 
tuning and injection locking experiments. The average optical power was adjusted by 
a DC current source. RF power from a synthesizer was superimposed over the DC 
bias current to produce modulated light output. The modulated light was focused 
directly onto the transparent ITO emitter contacts of the HBT. The oscillator output 
spectra were monitored and recorded with a spectrum analyzer. When the oscillator 
was unlocked but the frequency of the injected signal (/,■„,-.) was close to the oscillating 
frequency (/opr.), the oscillator output spectra contained many single-sided sidebands. 
This phenomena is very similar to that observed in the case of microwave injection. 
When finj. was tuned to within the locking range, all sidebands disappeared and the 
phase noise was significantly reduced, as expected for an injection-locked oscillator. The 
locking range as a function of RF generator output power is also plotted in Fig. 4. In 
this experiment, a locking range 2.5 MHz was obtained. This locking range is mainly 
limited by the available optical RF power. Due to the limitation of the high frequency 
response of the laser diode, the injected optical RF power is about 30 dB lower than the 
oscillator output. We also performed a microwave injection locking experiment on the 
same oscillator and a locking range up to 10 MHz has been obtained at the injection 
power of -10 dBm. In both cases, locking range as a function of RF generator power 
agrees with the theoretically predicted square-root dependence. 

For optical tuning, CW light from the laser diode was directly focused onto the HBT. 
The optical power was varied by changing the DC bias current of the laser. The oscillator 
frequency always increased as the optical power increased, and a frequency tuning range 
of up to 25 MHz was measured using this technique. 
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Figure 4: Locking range as a function of RF generator output power. 

2.2      Direct optical injection locking of MMIC Ino.53Gao.47As/ 
Ino.52Alo.4sAs MODFET oscillators 

The Ino.53Gao.47As/Ino.52Alo.4sAs/InP material system is attractive for optoelectronic 
applications because the circuits can operate at wavelength rangings from 1.3 to 1.7/xm. 
Pseudomorphic InGaAs/InAlAs MODFET's have demonstrated excellent microwave 
performance. In addition, X and W-band MMIC oscillators using pseudomorphic MOD- 
FET's have been demonstrated. We achieved direct optical subharmonic injection lock- 
ing of an InGaAs/InAlAs MODFET-based MMIC oscillator for the first time. 

Lattice-matched Ino.53Gao.47As/ Ino.52Alo.4sAs MODFET structures were grown by 
molecular beam epitaxy (MBE) on semi-insulating InP substrates. An InGaAs/ InAlAs 
superlattice was grown first, followed by a 3000Ä undoped InAlAs. The channel consists 
of 550Ä undoped In0 ssGa^As. This is followed by a 50Ä undoped InAlAs spacer, a 
150Ä n+-InAlAs layer Si-doped at 2.0 x 1018cm"3, and a 250 A undoped InAlAs barrier 
layer.   Finally, a 150 Ä n+-InGaAs cap layer was grown to facilitate ohmic contact 

formation. 
The oscillator design employs a comon-source circuit configuration. The negative 

resistance is achieved by parallel inductive and capacitive feedback elements. The MMIC 
oscillators were fabricated using the following steps: mesa isolation, source-drain ohmic 
contacts formation, gate definition, dielectric film deposition, interconnection, and air- 
bridge formation. The MODFET's have 0.25^m gate stripes which were defined using 
e-beam lithography.   Two oscillator were used in the injection locking measurements. 
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Figure 5: Injection locked spectrum of 10.159 GHz oscillator. 

The oscillation frequency and output power were adjusted by tuning the drain and 
gate biases. Oscillator A was biased at Vg = 0V and Vd = 0.308V. The oscillation 
frequency was 10.164 GHz and the output power was -12.8 dBm. A maximum output 
power of 1.2 dBm can be obtained at higher drain bias. Oscillator B oscillates at 9.523 
GHz and 19.034 GHz with power levels of -14.3 dBm and -29.7 dBm, respectively. 
Both oscillators were optically injection locked at the fundamental and subharmonic 
frequencies. The nonlinearity in the laser diode and the MODFET were used to obtain 
frequency multiplication. 

A high-speed Ortel SL1020 AlGaAs laser diode (A = 840 nm) modulated by a mi- 
crowave signal source was used as light source for the injection locking experiment. For 
the injection locking of oscillator A, the laser diode was modulated at 4 dBm. The 
injection locked spectrum of the oscillator at 10.159 GHz is shown in Fig. 5. The 
stability of the oscillator was improved and the sideband FM noise reduced. The fun- 
damental and subharmonic locking range and FM noise degradation are summarized 
in Table 2. An optimum locking range of 4.8 MHz was found at a subharmonic factor 
of 1/2. Locking range was increased for subharmonic injection locking. The FM noise 
reduction at 100kHz offset the peak is about -10 dBc in the injection locked oscillator 
output compared with that of free-runing oscillator. The locking range decreased when 
subharmonic factor decreased below 1/6 due to comparatively lower modulation power. 
For oscillator B, injection locking was achieved at both oscillation frequencies. Only 
subharmonic modulation signals were used for 19 GHz injection locking since the laser 
operation frequency was limited by its relaxation oscillation frequency. The subharmon- 
ically injection-locked spectrum of the oscillator at 19.033GHz is shown in Fig. 6. The 
subharmonic factor was 1/4. A summary of measured data is shown in Table 3. 
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:  Subharmonicaly injection locked spectrum of MODFET oscillator at 19.03 

Subharmonic 
factor 

1 
1/2 
1/3 
1/4 
1/6 

Frequency 
(GHz) 
10.160 
5.080 
3.387 
2.540 
1.571 

Locking 
range (MHz) 

3.0 
4.8 
3.6 
2.8 
0.5 

FM noise reduction 
at 100 kHz offset (dBc)) 

-10.0 
-11.0 
-11.3 
-9.7 
-6.0 

Table 2: Locking Range and FM Noise Reduction of the Optical Subharmonic Injection 

Locking of Oscillator A at 10.159 GHz 

Subharmonic 
factor 

1/2 
1/4 
1/6 

Frequency 
(GHz) 
9.517 
4.758 
3.72 

Locking 
range (MHz) 

1.6 
1.6 
1.8 

FM noise reduction 
at 100 kHz offset (dBc)) 

-11.0 
-10.0 
-9.3 

Table 3: Locking Range and FM Noise Reduction of the Optical Subharmonic Injection 

Locking of Oscillator B at 19.033 GHz 

V-5 
372 



3     Conclusion 
Two different schemes for optically controlled integrated microwave oscillators have been 
demonstrated using GaAs/AlGaAs heterojunction bipolar transistors (HBTs) and In- 
GaAs/InAlAs MODFETs. We have developed an optical GaAs/AlGaAs HBT technol- 
ogy using transparent indium-tin-oxide (ITO) emitter contacts for convenient optical 
access. Optical tuning and injection locking experiments have been performed on 6 GHz 
microwave oscillators made of these devices. Tuning ranges up to 25 MHz and locking 
ranges up to 2.5 MHz have been demonstrated with the injection of optical RF power at 
30 dB below the oscillator power level. Similarily, monolithically integrated 0.25/xm-gate 
InGaAs/InAlAs MODFET oscillators demonstrate direct optical injection locking at 10 

GHz and 19 GHz. 
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ABSTRACT 

The performance characteristics of transimpedance and transimpedance/voltage photore- 
ceivers using an Ino.53Gao.47As p-i-n photodiode integrated with a 0.1 //m gate length regrown 
pseudomorphic In0.6oGao.4oAs MODFET realized by MBE have been investigated. The photo- 
diode exhibits very low dark current and a responsivity of 0.6 A/W at A=1.55 //m. The regrown 
MODFETs have extrinsic transconductance values as high as 610 mS/mm and channel currents 
up to 350 mA/mm at a drain bias of 1.5 V. The measured temporal response of the photoreceiver 
with a transimpedance amplifier exhibits a FWHM value of 90 ps and a transimpedance gain 
of 45 dBO with a 800 Q feedback resistor. This photoreceiver demonstrated 24 dB optical-to- 
electrical conversion gain at 9.3 GHz. The photoreceiver with a transimpedance/voltage ampli- 
fier shows a FWHM of 200 ps and a transimpedance gain of 63 dBfi with a 1.2 KQ feedback 
resistor. 

I. INTRODUCTION 

High speed, high sensitivity photoreceivers are required for long-distance transmission 
and interconnection optical systems. Monolithically integrated photoreceivers are projected to 
have advantages because of their reduced parasitic elements, small size, compactness and high 
reliability[l]. The fabrication of a high performance monolithically integrated photoreceiver 
usually demands different optimized layer structures for the photodetector and the amplifying 
device. A variety of photoreceivers have been reported using either of two approaches to choose 
the devices to be integrated. One approach is to use the same structure for both devices[2]-[4], 
compromising to some extent the individual performance in order to have a compatible fabri- 
cation process. The second approach is to use independently optimized structures, which in 
general will require a more involved fabrication process but with the advantage of high inte- 
grated performance. One way to integrate independently optimized structures is to use single 
epitaxial growth with stacked structures where the epilayer consists of one structure on top of the 
other[5]-[7]. An alternative approach is to use two-step epitaxial growth, where the first struc- 
ture is selectively etched away before the second structure is grown on top of the substrate[8],[9]. 
With this method, parasitic elements between different structures are eliminated and a more 
planar surface is obtained. However, the wafer preparation before the second epitaxial growth 
is critical for device and circuit performance. 
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Many integrated front-end photoreceivers using a transimpedance configuration based on 
compatible or stacked structures have been reported but none have a regrown transimpedance 
amplifier. We report in this work the fabrication and characterization of InP-based monolithi- 
cally integrated p-i-n photodiode and 0.1 /*m gate length regrown MODFET photoreceiver using 
transimpedance and transimpedance/voltage amplifiers for the first time. 

II. CIRCUIT DESIGN AND FABRICATION 

Figure 1(a) shows the circuit diagram of the photoreceiver with a transimpedance amplifier. 
It consists of a p-i-n photodiode (Di), a common source amplifier (Qi) with its output dc 
coupled to a source-follower buffer/level-shift stage (Q2) and an output buffer (Q3) to provide 
50 tt matching output impedance. The use of a 800 tt feedback resistor (RF) allows a large 
bandwidth operation without limiting the sensitivity of the photoreceiver due to thermal noise. 
The design includes a 3.6 nH input inductor and a 4 pF capacitor in parallel with the level 
shifter resistor to improve the high frequency response. The simulated 3 dB bandwidths without 
and with U and CLS are 2.1 GHz and 10.8 GHz respectively. The inductor also reduces the 
effective noise contribution from RF to the total output noise power density within the electrical 
bandwidth of the circuit. Figure 1(b) shows the circuit diagram of the photoreceiver with a 
transimpedance/voltage amplifier. This photoreceiver circuit incorporates a two-stage voltage 
amplifier between the transimpedance input stage and the output buffer. The feedback resistor, 
input inductor and capacitors are 1.2 Kft, 4.6 nH and 1 pF respectively. The simulated 3 dB 
bandwidths for this circuit without and with Li, CLSI, CLS2 and CLS3 

are 1-3 GHz and 3.6 GHz 
respectively. 

Figures 2(a) and (b) show the photodiode and MODFET layer structures used in our 
design. The p-i-n photodiode with a 0.8 //m i-Ino.53Gao.47As region sandwiched between 
Ino.52Alo.48As window and contact layers is grown first by solid-source molecular beam epi- 
taxy. The thickness of the i region is optimized considering the responsivity of the photodiode, 
transit-time speed limitation and the 3 dB bandwidth related to the frequency response of the 
electrical circuit. The wafer is then patterned with a SiOr mask and the p-i-n structure is se- 
lectively etched away down to the S.I. InP substrate. Next, the wafer is prepared and cleaned 
thoroughly before the 150 Ä strained In0.6oGao.4oAs channel MODFET is regrown. The wafer 
is then processed conventionally to fabricate the photoreceiver circuits. Ohmic contacts to the 
source and drain regions of the MODFET and the n+ layer of the photodiode were made by 
electron-beam evaporation of Ni/Ge/Au/Ti/Au. The p+ ohmic contact for the photodiode was 
made by evaporating Pd/Zn/Pd/Au. The MODFETs have a drain-source spacing of 2 fim and 
a 7r-gate layout to reduce gate resistance. The 0.1 /an length T-gate is fabricated using a bilayer 
e-beam photoresist process to lift-off Ti(500 Ä)/Au(2500 Ä). The resistors are realized by evap- 
orating and lifting-off a thin layer of Titanium (Ti) with sheet resistance of Rs = 20 fi/d. The 
capacitors are fabricated using the gate and the interconnection metallizations as planar elec- 
trodes separated by a ~1500 Ä sputtered SiOr dielectric layer. The inductors are realized using 
the interconnection metallization in a rectangular spiral layout. Finally, pillars and air-bridges 
are plated to complete the circuit. 
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Figure 1: Circuit diagram of the (a) transimpedance, and 
(b) transimpedance/voltage photoreceivers. 
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Figure 2: (a) PIN photodiode, and (b) MODFET structures showing 
the epitaxial layer characteristics. 

III. MEASUREMENT AND EXPERIMENTAL RESULTS 

For the resistors an average value of Rs = 24.6 £)/□ is achieved for 600 Ä of Ti. Values 
of 50 fi to 2400 tt are obtained consistently with tolerances of ±15 % across the sample. The 
capacitors show leakage currents of the order of 10 nA for voltage biases of ±1 V and the 
capacitance value is within ±20 % for DC voltage biases from -4 V to +4 V. The 630 /im2 p-i-n 
photodiodes have breakdown voltages of 16-18 V, a leakage current of <35 nA at -10 V, and a 
responsivity of 0.6 A/W at A=1.55 fim with antireflecting coating. 

The I-V and transfer characteristics of a regrown 0.1 /zm gate length MODFET are shown 
in Figs. 3(a) and (b) respectively. The peak extrinsic transconductance (gm) of isolated 
as-grown MODFETs is 810 mS/mm with channel current densities up to 460 mA/mm at a drain 
bias of 1.5 V, whereas the regrown MODFETs have a peak transconductance of 610 mS/mm 
with current densities up to 350 mA/mm at a drain bias of 1.5 V. To our knowledge these are 
the highest gm values reported for regrown 0.1 /J-m gate length InP-based MODFETs. 

The response speed of the photoreceiver was measured using 15 ps (FWHM) pulses at 
A=1.55 fxm from a color center laser coupled to a single mode fiber. The as-cleaved fiber tip 
was placed vertically on top of the photodiode at a distance of ~4 ^m using an optical probe. 
The circuits were diced and bonded to a coplanar waveguide test fixture. The photodiode was 
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Figure 3.: (a) Current-voltage, and (b) transfer characteristics of a 
0.1 (im gate length regrown MODFET. 
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Figure 4: Measured temporal response of the photoreceiver with 
a transimpedance amplifier. 

biased at -6 V using a microwave bias-T network. The output was taken using another bias-T 
to a sampling head of <25 ps rise time. The deconvolved impulse response of the photoreceiver 
with a transimpedance amplifier with bias optimized for speed is shown in Fig. 4. A FWHM 
of 90 ps and a rise time of 60 ps with a transimpedance gain of 45 dBfi were obtained. This 
photoreceiver demonstrated 24 dB of optical-to-electrical conversion gain at 9.3 GHz. 

The temporal response of the photoreceiver with a transimpedance/voltage amplifier is 
shown in Fig. 5. A FWHM of 200 ps and a rise time of 110 ps with a transimpedance gain of 
63 dBfi were obtained. The 3 dB bandwidth for this circuit, obtained from Fourier transforma- 
tion of the temporal response, is 2.5 GHz. 

IV. CONCLUSION 

In conclusion, we have successfully fabricated and characterized high speed PIN-MODFET 
integrated photoreceivers with transimpedance and transimpedance/voltage amplifiers based 
on regrown 0.1 fim gate length MODFETs. The PIN photodiode showed leakage currents of 
< 35 nA at -10 V, and a responsivity of 0.6 A/W. The regrown MODFETs demonstrated high 
transconductance with peak values of 610 mS/mm and current densities up to 350 mA/mm at a 
drain bias of 1.5 V. The measured temporal response of the photoreceiver with transimpedance 
amplifier showed a FWHM of 90 ps with a transimpedance gain of 45 dBfl. This photoreceiver 
showed 24 dB of optical-to-electrical conversion gain at 9.3GHz.   The photoreceiver with a 
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Figure 5: Measured temporal response of the photoreceiver with 
a transimpedance/voltage amplifier. 

transimpedance/voltage amplifier exhibited a FWHM of 200 ps and a bandwidth of 2.5 GHz 
with a transimpedance gain of 63 dBft. These results verify the feasibility of OEICs using 
regrowth to integrate independently optimized structures. 
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MSM     Waveguide    Photodetectors    Optimized    for    Monolithic 
Integration     with     HEMTs 
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ABSTRACT 

This   presentation   describes   the   design   of  two   MSM   waveguide   photodetectors   which 
share   their   layer   structure   with   high   electron   mobility   transistors.      This   design 
makes  these  detectors  particularly   suited  to  integration  with  HEMTs   in  OEIC's. 
Resistive   loss   at   the   electrode   surface,   radiation   loss   into   the   substrate,   and   scattering 
loss   are   all   accounted   for   in   the   optimization   for  internal   detection   efficiency   of 
these  50GHz   detectors. 

I.   INTRODUCTION 

Waveguide   photodetectors   are   well   suited   for   use   in   optoelectronic   integrated 
circuits.      Their   optical   waveguide   structure   makes   them   compatible   with   optical 
signal   routing   and   processing.      MSM   waveguide   detectors   have   the   added   advantage 
that   their  planar  electrodes   are   well   suited   to   easy   integration   with   high   speed 
transistors.      Those   same   planar   electrodes   have   a   very   low   capacitance,   especially 
compared   to   the   parallel   plate   electrodes   of  waveguide   p-i-n   detectors,   which   allows 
long   absorption   lengths   and   high   detection   efficiencies.      Many   others   have   reported 
MSM  waveguide  photodetectors   suitable   for  use   in   OEIC's1 ^^,  however,   we  believe 
our  design  is  unique  because  we  utilize  the  same  layer  structure  as  a  HEMT  for these 
detectors,  thus   enhancing  the   suitability  of these  detectors   for  OEIC's.     Once  we 
committed   to   the   transistor   layer  structure,   in   which   the   absorber  is   a  thin   InGaAs 
quantum   well,   the  MSM  waveguide  structure   became  the  only   way   to   achieve  good 
responsivity   and   high   speed   simultaneously.     We  will   discuss   the  design  of  two 
detectors,  with  the  structures  shown   in  Fig   1.     The   first  we  call   the  longitudinal 
detector,   because  the  electrodes   run   along  the  waveguide  ridge.     The  second  we  call 
the   transverse   detector   because   the   interdigitated   electrode   fingers   run 
perpendicular   to   the   waveguide.      In   the   interdigitated   design,   the   waveguide   ends 
just  before   the  detector,  and   the  fingers   lie  on   a  flat  surface.     This  geometry  prevents 
carriers   being   generated   in   the   deep   fringing   electric   field   under   the   ridge. 

First   wc   will   discuss   design   considerations   applicable   to   both   versions   of  the   detector. 
These   include   the   layer   structure,   quantum   well   disordering,   bandwidth   constraints, 
and     parasitic   losses.     Then  wc  will  show  how  these  considerations  were  applied  to  the 
longitudinal    and    transverse   detector   designs. 
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II.   COMMON   DESIGN   CONSIDERATIONS 

LAYER STRUCTURE 

On the left in Fig 2 is the layer structure of a standard HEMT4.    From the top down, the 
layers are an n+   GaAs ohmic  contact  layer,  an  AlGaAs barrier layer,  a thin GaAs 
smoothing   layer,   an   InGaAs   pseudomorphic   channel,   a   GaAs   subchannel,   an 
AlGaAs/GaAs   superlattice   smoothing  buffer,   and   the   GaAs   substrate.     In   this   form, 
this   structure   is   unsuitable   for   waveguide   photodetectors   because   it   does   not   support 
any guided  modes; no part of the structure  acts as a lower optical cladding.     On the 
right is  the  layer structure  we  designed  to  support both  HEMTs  and  MSM 
photodetectors.     All   the  layers  from   the  n+   contact   layer   through   the   InGaAs   channel 
remain   untouched,   since   these   are   critical   to   the   performance   of the   transistors.     To 
support   transverse   waveguiding,   we   increased   the   thickness   w of the SL buffer to  act 
as  a  lower cladding.     The  GaAs  subchannel  now  acts  as  the  primary  optical  guiding 
layer;   we  changed  its  thickness,  d, to optimize the  sensitivity  of the detectors.     We  also 
added  a GaAs layer on  top to  form  the waveguide ridge.    The thickness t of that  ridge 
was  also  a parameter in  our design.     Below the ridge layer is  a thin  AlGaAs  layer that 
acts   as   an  etch   stop   layer,   allowing  the  etching  of the  ridges   and   uncovering  of the 
undisturbed   transistor   contact   layer   in   one   simple   step.      The   InGaAs   pseudomorphic 
channel   is  used  as  the  absorber for the  detectors.     We expect the  absorption  edge  to  be 
at   0.98   u.m,   at   which   wavelength   the   other   materials   in   the   structure   are 
transparent. 

At the bottom  of Fig 2  is  a scale  drawing of the detector structure  showing the 
approximate   modal   intensity   distribution   in   the   layers.      The   structure   forms   a   highly 
asymmetric   waveguide.     Since  the  QW  absorber  is  close  to  the   low-index   upper 
cladding,   the   major  design   challenge   is   to   maximize   the   light   intensity   in   the 
absorber  while  minimizing  parasitic   losses.     One  way   we  elimitated  parasitic   loss   is   by 
selectively   disordering   the   quantum   well,   as   indicated   in   the   figure.      By   heating   the 
material   in   the   presence  of a  silicon   dioxide  cap,   the  diffusion  of group   III  elements 
greatly   increases,   turning   the   InGaAs   in   the   QW   into   a   quartcrnary   with   higher 
bandgap^.      We   employ   this   technique   to   eliminate   absorption   under   the   electrodes 
where  the  electric   field  is  weak,   and   also   in   the  waveguides  leading  to  the  detector. 

BANDWIDTH CONSIDERATIONS 

These detectors were designed with a 3dB  frequency of 50 GHz for use in  a 44GHz 
integrated   prcamp.     There   are   two   limitations   to   the   bandwidth   of  a   photodetector:   the 
transit   time   of   photogenerated   carriers   and   the   capactitance   of   the   electrodes. 
Unlike   conventional   bulk   MSM   detectors   in   which   the   carriers   follow   the   curved 
electric   field   lines,   the   carriers   in   our   detectors   are   confined   in   the   quantum   well, 
and  thus  follow  straight  paths  as  in  a  p-i-n  diode.     For  this  case,  the  transit  time 
limited   bandwidth   can   be   expressed   as   0.45   vIL 6,where   v is   the   saturation   velocity   of 
the  carriers  and  L   is  the  transit  distance.     With  a  saturation  velocity  of  10'   cm/s,    the 
transit distance must be  at most 0.9  urn  'n  order to obtain  a 50 GHz  bandwidth.     The 
spacing  of the  electrodes   in  our design  is  thus  0.9  urn. 
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We  calculated   the  capacitance   of  the   edge   coupled   electrodes   with   a  standard 
conformal    mapping    technique7.     In  order  to  obtain  the  capacitance   limited 
bandwidth,   we   calculated   the   charging  time   into   a   standard   50ft   load,  and  inverted  it 
to  get  a bandwidth. 

PARASITIC LOSSES 

We considered  four sources of parasitic  loss.     Absorption by  the  QW  in  undesireablc 
regions,  such  as  under  the  electrodes  and  in  the  waveguides  leading  to  the  detector, 
we  have   eliminated   with   selective   quantum   well   disordering.     Scattering  out  of the 
waveguide  is  caused  by   roughness  in  the  surfaces  of the  structure,   and   is  mostly   a 
processing  issue.     Typical   values   for  this  loss   reported  on   structures   similar  to  ours 
were about  1   cm"1  8<9, which is small  compared to other losses in the system, so we 
ignored   this   loss. 

Since  the   lower  optical   cladding  has   a  finite   thickness,   some  optical   energy   will   leak 
into  the  substrate.     Because  our  lower cladding  is  formed  of many  many   layers  of 
superlattice,  it was  important to keep the  layer as thin  as  possible.     Fig 3   shows  the 
attenuation  coefficient  due   to   leakage  into   the   substrate   as   a  function   of the   lower 
clad   thickness   w   for various  values  of the  guide  layer thickness  d.     The  reference 
line is  1  cm"1,  the  approximate scattering  loss.     Our detectors  use  0.3   \im  guides,  for 
which a  1.5  urn  lower clad gives a loss a decade less than the scattering loss.    That 
thickness  required  a  reasonable   150  periods  of the  superlattice,   so   we  chose  n- = 1.5   \ua 
and   ignored   substrate   radiation   loss   in   future   calculations. 

Real   metal   electrodes   have   finite   resistivity,   which   causes   loss   where   the   optical   field 
meets the metal  surface.     This  loss  is quite  substantial, and plays a major role  in  our 
design  tradeoffs.     Fig 4  shows  attenuation  coefficient due  to  resistive  loss  at  the 
electrodes  as  a  function of d,  the  guide  thickness.     We  calculated  this  loss by  inserting 
the   complex   dielectric   constant  of  the   metal,   and   solving   for  the   imaginary   part  of 
the   propagation   constant   of  the   optical   mode10.     These losses are  fairly  large, 
especially   for  thin   guides,   for which   the  optical   mode  tends  to  spread   into   the   metal 
surface. 

III.   LONGITUDINAL   DETECTOR 

Fig 5 is a plot of the optical  intensity fraction in the QW absorber as a function of d 
for  various   ridge   thicknesses   t.     As  expected,   thicker  ridges  give  better  lateral 
confinement,   increasing   the   intensity   fraction   in   the   absorber.      Thinner   guide 
layers   give   higher  intensity   fractions   since   the   absorber   is   near   the   top   of  the   guide, 
so   spreading   the   mode   out   actually   increases   the   intensity   fraction   in   the   absorber. 
For  combinations   of t and d   above   those   shown   here,   the   waveguides   became   multi 
mode.     Because  the  distribution  of power  among  the  modes  of a  multimode  waveguide 
is   virtually   impossible   to   know   a  priori,   and   the   detection   efficiency   of the   structure 
varies   for  the   different  modes,   we   constrained   ourselves   to   single   mode   waveguides, 
allowing   calculation   and   optimization   of   the   detection   efficiency. 
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With   the   same   parameters,   Fig   6   shows   the   maximum   detection   efficiency,   calculated 
as the ratio of power absorbed  in the QW to total power absorbed.    This would be the 
detection   efficiency   of  an   infinitely   long   detector.      The   best   achievable   efficiency   is 
about the  same  for many  combinations of d and t.    We chose a 0.3 |im guide with a 0.1 
|im   ridge;   this   design   has   sufficiently   large   absorption   that   a   250   |im   long   detector 
gives  90%  detection  efficiency.     The  device  could  be  made  about four times   longer 
before  its  response  would  be capacitance limited.     We  restricted ours  to 250  ujn  so  it 
would  be  short  compared   to  the   modulation   wavelength  at 44GHz. 

IV.   TRANSVERSE   DETECTOR 

In   order  to   discuss   the   design   of the   transverse,   intcrdigitated   detector,   we   must   first 
define   some   terminology.     The   maximum   internal   efficiency   is   the   same   as   defined 
above.      The   lateral   efficiency   is   the   fraction   of  the   lateral   optical   intensity 
distribution   covered   by   the   electrode   fingers.      This   quantity   is   related   to   the   length 
of  the   electrode   fingers.      The   internal   efficiency   is   the   net   detection   efficiency, 
accounting   for   lateral   efficiency   and   finite   length. 

Fig  7   shows  maximum   internal   efficiency   vs  d  for two  values  of electrode  finger 
width.     In  both  cases,  the  space  between  the  electrode  fingers  was  0.9  u,m.     The 
narrower   fingers   give   better  efficiency   because   there   is   less   resistive   loss   at   the 
electrode   surfaces.     0.1   u.m   fingers   are  difficult  to   fabricate   reliably,   however,   so   we 
used  0.25  [im  fingers  in our design.     The electrodes  lie on  a  flat surface  in  this design, 
so  the  ridge   thickness   t  is   not   a  parameter.     Although   the   maximum   internal 
efficiency   is   practically   independent   of   the   guide   thickness,   the   total   absorption 
coefficient  is   largest   for  the   smallest  d,   as  we   saw  earlier.     Unlike  the   longitudinal 
detector,  this  detector  is  capacitance  limited,   so  it  was  necessary  to  use  a  0.3   u,m  guide 
layer   to   get   the   smallest   absorption   length. 

With   the   absorption   maximized,   the   detection   efficiency   of  this   detector   was 
maximized   by   varying   the   initial   length   of  the   electrode   fingers   and   the   spreading 
angle  of the   light  exiting  the   waveguide.     The   spreading   angle   is   controlled   by 
varying  the   lateral   width   of the   waveguide  mode.     Fig   8   represents   an   optimization   of 
those   two   parameters   for   maximum   internal   efficiency   as   a   function   of   lateral 
efficiency.      The   best   performance   comes   at   a   surprisingly   large   98.5%   lateral 
efficiency,   and   the   internal   efficiency   is   significantly   degraded   from   r\ internal,max 
because   capacitance   limits   the   length   of  the   device. 

V.CONCLUSIONS 

Both   the   longitudinal   and   transverse   detectors   share   the   layer   structure   of  HEMTs, 
modified  from   the   original   HEMT  structure   to   include   a  0.3   |J.m   optical   guiding  layer 
and  a   1.5  u.m  optical   lower cladding.     Both  are  very  efficient,  and  short compared  to 
the   modulation   wavelength   at  44GHz.      Both   employ   quantum   well   disordering  to 
eliminate   absorption   in   the   waveguides   leading   to   the   detectors. 
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The   longitudinal   detector   exhibits   a   particularly   high   detection   efficiency   of   90%, 
and uses  a GaAs waveguide  ridge 0.9  um  wide and 0.1   um  thick.     It uses quantum  well 
disordering   to   eliminate   carrier   generation   under   the   electrodes.      The   capacitance   ot 
the  device  is  about   1/4  of the  capacitance  that  would  limit  the  response.     All   the 
dimensions   of  the  device   are   large   enough   to   be   fabricated   entirely   by   optical 
lithography. 

The   transverse   detector   has   a   somewhat   lower   internal   efficiency,   and   uses 
interdigitated electrodes  in  a  fan  shape 5  UMn  long at one end  and   15   ^m  long at the 
other      The   mode   shape   required  for  best  efficiency   is   realizable  with   a  waveguide 
ridge made from   AlGaAs  and  SiC-2-    The 0.25 ^m electrode fingers with 0.9 ^m spaces 
used   in   this  design   would   need   to  be   fabricated   by   electron   beam   lithography. 

We  have  demonstrated  that  it  is  possible  to  design  very  efficient high  speed   MSM 
waveguide   photodetectors   based   on   a   layer   structure   compatible   with   high   electron 
mobility    transistors. 
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ABSTRACT 

We report the fabrication of a 1 urn photoconductive gap voltage step generator with 
constant output voltage of 0.10 V for 100 ps and a 2 ps rise time. The photoconductor is 
fabricated on GaAs/AlGaAs MODFET material and uses the two-dimensional electron gas in 
the FET channel as the conductive medium. It is fully process-compatible with MODFETs. 
In devices with standard ohmic contacts, the output current stayed constant for up to 50 ps, 
even though the electric field in the gap is expected to collapse in less than 1 ps. Two- 
dimensional device simulations show that, although the field in the gap does collapse on the 
expected time scale, the current is initially determined by the contacts. A new photoconductor 
design, in which the ohmic contacts are laterally recessed from the etched gap region, further 
delayed field collapse, extending constant voltage operation to 100 ps. 

I. INTRODUCTION 

Most research on photoconductors has been directed toward their use as high-speed 
sampling gates [1], high-speed, high-voltage switches [2], and generation and detection of 
free-space radiation [3]. For these applications, much effort has been concentrated on reducing 
the time duration of the photoconductor response to an impulse function on the picosecond 
time scale. However, it is also important to generate a voltage step function with a picosecond 
rise time in order to study the step response of electronic devices. A step rather than a pulse is 
required when measuring the large-signal nonlinear response of the device. Such 
measurements will yield information about nonequilibrium carrier transport phenomena, such 
as velocity overshoot, which may substantially enhance device performance. These transport 
effects, which have been studied extensively by Monte Carlo simulations [4-7], are expected to 
be seen in GaAs on the picosecond time scale, but have not been directly measured in 
electronic devices [8]. To pursue this study, it is necessary to fabricate a switch that can turn 
on the electronic device under test with a fast rise time (~1 ps), and can also yield a constant 
output voltage during the entire measurement window (-40 ps).    It is desirable to 
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monolithically integrate this switch with the device under test. In this paper, we present the 
fabrication and high-speed characterization of a photoconductive gap picosecond voltage step 
generator fabricated on GaAs/AlGaAs MODFET material. 

II. MEASUREMENT PRINCIPLES 

Figure 1 shows a measurement scheme in which a photoconductive gap provides the 
picosecond voltage step function required for testing the step response of a modulation-doped 
field-effect transistor (MODFET). In this configuration, the MODFET is initially biased into 
pinch-off. When light shines on the photoconductive gap, it will provide a fast rise time signal 
to switch on the FET. The output current of the FET is then measured with a high-speed 
measurement technique such as electro-optic sampling, which will be described in detail in 
Section V. If parasitics are minimized, the output current of the device will be indicative of 
the electron velocity inside the device. In order to measure the step response of the FET, it is 
necessary for the photoconductor output voltage to remain constant over the entire 
measurement window. 

It is advantageous to use a photoconductive (PC) gap to provide the voltage step 
function to the FET for several reasons. First, a rise time of approximately 1 ps is needed, 
limiting the choices to photoconductive gaps [1], resonant tunneling diodes [9], or nonlinear 
transmission lines [10]. Also, to avoid signal distortion and parasitics associated with bond 
wires, it is desirable to monolithically integrate the switch with the FET. It is possible to 
design a photoconductive gap that can be monolithically integrated with a MODFET and 
requires no additional epitaxial layers or compromises in the FET design. Also, since an 
optical measurement technique is used, it is beneficial that the step function generator be 
switched-on optically. This is because the same laser pulse may be used to switch on the step 
generator (and hence the FET) and to measure the FET response. Thus, the two are inherently 
synchronized, eliminating loss of temporal resolution due to timing jitter encountered when 
synchronizing electronic sources to the laser. 

III. PHOTOCONDUCTOR DESIGN 

First, consider a photoconductor in which the ohmic contacts are flush with the etched 
gap edges, referred to as the "ohmic PC." It was expected that the current out of such a 
photoconductor would decay very rapidly even though both the recombination lifetime and the 
transit time may be long. This is because photogenerated holes that transit away from the 
anode cannot be replenished through the n-type ohmic contacts. This imbalance of electron 
charge near the anode causes a highly resistive space charge region to form, and most of the 
applied voltage is dropped across this region. This is referred to as "field collapse," because 
the electric field is reduced to zero across the remainder of the gap. 

Field collapse has been measured experimentally inside photoconductors [11] and was 
expected to switch off the PC response in less than 1 ps. To delay field collapse and to allow a 
constant output voltage over the 40 ps measurement window, we designed a new type of 
photoconductor, which we call the "recessed-ohmic (RO) PC." In this design, shown in Figure 
2, the ohmic contacts are laterally recessed from the etched gap region, leaving 2 urn of 
unetched material between the gap and either ohmic contact. It is expected that the ionized 
donors in the unetched regions will provide positive charge to compensate the otherwise 
unbalanced electron concentration, delaying formation of the space charge region and hence 
the onset of field collapse. After the holes transit into the etched gap region, the device is 
expected to behave like an ohmic PC. 
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IV. EPITAXIAL LAYERS AND DEVICE PROCESSING 

The photoconductors were fabricated on MBE-grown, modulation-doped material, 
optimized to obtain good characteristics for the MODFETs with which the photoconductors 
will be integrated in the future. The dopants are provided by atomic planar doping with a sheet 
charge density of 4.0 x 1012 /cm2, and the Alo.25Gao.75As spacer layer between this doping 
and the undoped GaAs channel is 20 Ä. Above the doping is a 300Ä undoped AlGaAs layer, 
followed by a 100 Ä undoped GaAs layer. The mobility at room temperature is approximately 
6000 cm2/Vsec, and simulations indicate that the charge in the channel is approximately 1.2 x 
1012/cm2. 

The process flow used to fabricate the photoconductors is shown in Figure 3. First, 
ohmic contacts are defined by depositing and annealing Au:Ge:Ni contacts. Then, the material 
between the ohmics is etched using an H3PO4-.H2O2-.H2O etch, until the two-dimensional 
election gas in the FET channel is depleted. This etch depth is determined by monitonng the 
resistance of the material in an etched region. The etched gap sizes range from 1 x 10 urn to 4 
x 10 um for both ohmic and RO PCs. Finally, a Ti:Au interconnect layer is deposited to 
define 50 a coplanar waveguide (CPW) transmission lines. This process is completely 
compatible with a standard MODFET fabrication process. 

V. EXPERIMENTAL SET-UP 

The laser system used to test the photoconductors is a mode-locked Nd:YAG laser 
followed by two fiber-grating pulse compressors, which produces 350 fs pulses at 1.06 urn 
wavelength and 82 MHz repetition rate. In order to excite the GaAs photoconductors, the 1.06 
Hin light is frequency-doubled to 532 nm in a potassium titanyl phosphate (KTP) crystal. The 
532 nm light is focused to a 4 um spot size on the photoconductive gap, and a DC bias is 
applied. The CPW on the output side of the device is contacted by a microwave probe, and the 
PC output voltage is monitored on a sampling oscilloscope. These scope measurements yield 
the amplitude, fall time, and time duration of constant voltage output, or "plateau time," of the 
PC response. 

Because the resolution of the sampling oscilloscope is limited to 10 ps, the rise time 
and the first 10 picoseconds of the PC response are measured using an electro-optic (EO) 
sampling [12-14] technique. This method is based on the electro-optic effect. That is, in 
certain types of materials, including GaAs, the presence of an electric field in the material will 
induce birefringence in it. Thus, if an optical beam traverses this material, the polarization of 
the beam will be altered due to the presence of the field. An experimental EO sampling set-up 
is shown in Figure 4. As shown, the 1.06 urn light that is not used for frequency conversion is 
used as the non-invasive probe beam. The 532 nm pulse excites the photoconductor, and, as 
the photoconductor output voltage travels down the CPW line, it creates an electnc field in the 
GaAs substrate. The 1.06 urn probe pulse is transmitted through the backside of the wafer 
reflects off the signal line of the CPW, is passed through a polarizing beam splitter cube and 
detected measuring the voltage on the transmission line at a particular time. The time delay 
between the 532 nm pump pulse and the 1.06 um probe pulse is controlled by a corner-cube 
reflector on a stepper motor that varies the optical path difference. This allows the probe beam 
to sample the device response at a frequency measurable by a conventional oscilloscope. The 
measurement bandwidth of our system exceeds 300 GHz. 
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VI. EXPERIMENTAL RESULTS 

Contrary to expectation, the voltage output of the ohmic photoconductors did not shut 
off in less than 1 ps. In fact, the ohmic PC's were able to sustain 80 mV output voltage (± 2%) 
for 50 ps, with a 1/e fall time of 600 ps, as shown in Figure 5a. Two-dimensional device 
simulations have been done to elucidate this prolonged response, and will be described in the 
following section. The recessed ohmic photoconductors did achieve our goal of delaying the 
field collapse. These devices were able to output constant voltage of 0.11 V for an average of 
100 ps, a factor of 2 longer than the ohmic PC's, as shown in Figure 5b. With 75 uW incident 
average optical power, a typical RO PC response was 0.10 V constant voltage output over 100 
- 120 ps with a 1/e fall time of 500 - 800 ps. In both types of devices, the output voltage 
increased with both bias and incident optical power, while plateau times decreased. With a 
bias variation, there is a trade-off between the amplitude of the output voltage and the plateau 
time. The RO PC outputs ranged from 25 mV constant for 500 ps at IV bias to 200 mV 
constant for 40 ps at 8V bias. 

An EO sampling trace of a recessed-ohmic photoconductor is shown in Figure 6a. In 
this figure, the sampling calibration is that 1 ms corresponds to 1.1 picoseconds in real time. It 
can be seen that the photoconductor response is flat over our 40 ps measurement window. The 
rise time is 2 ps, longer than the expected rise. No dependence of the rise time on optical 
power was found, suggesting that the rise is not simply caused by a charging time, which 
should decrease with an increase in optical power. A possible explanation for this slow rise 
may be that carriers are excited into lower-mobility satellite valleys by the high photon energy 
of the 532 nm light. Monte Carlo calculations have shown that the rise time of the output 
current increases when the photon energy of the exciting light exceeds the bandgap energy 
between the L-valley minimum and the top of the valence band, 1.75 eV (0.7 urn) in GaAs 
[15]. At high bias, a voltage-dependent dip was seen in the EO time trace, primarily in 1 urn 
devices, as shown in Figure 6b. This dip was seen to occur at earlier times when the optical 
power was increased or the applied voltage was increased. The dip may be another 
manifestation of hot carrier excitation into satellite valleys of GaAs, specifically the "velocity 
undershoot" effect predicted by 2D Monte Carlo simulations [15] for GaAs under 532 nm 
excitation. According to these simulations, the average velocity of electrons will actually 
decrease after several picoseconds, and then return to its equilibrium value due to the dynamics 
of carrier transfer between the valleys. In our structure, an additional possibility is the real 
space transfer of electrons by the light into the AlGaAs. Additional Monte Carlo modeling for 
our conditions and device geometry is needed in order to verify these conjectures. 

VII. SIMULATIONS 

Two-dimensional device simulations have been done to investigate why the 
photocurrent in the ohmic devices remained constant beyond the time the electric field in the 
device was expected to collapse. Silvaco's optoelectronic/heterostructure program was used, 
assuming field-independent mobilities for electrons and holes. The potential as a function of 
time across a vertical cross-section of the device may be seen in Figure 7a. These simulations 
show the expected time-dependent voltage drop near the anode as the photogenerated holes 
transit out of this region. However, even though the field starts to collapse at 500 fs, the 
contacts limit the current through the device until the gap resistance becomes comparable to 
the contact resistance. To illustrate this, the output current as a function of time for the same 
modeled ohmic PC with two different contact resistances is shown in Figure 7b. It can be 
seen that the device with larger contact resistance, which is similar to our devices, has a longer 
plateau region. In addition, it is seen that the voltage drop across the contacts reduces the field 
in the gap for a given voltage, decreasing the hole velocity and further delaying the field 
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collapse. The simulations also show that, even after the electric field collapses, current is still 
carried by diffusion until the carriers recombine, giving a long tail to the PC response. Thus, 
while a time-resolved measurement of the collapse of the electric field within a 
photoconductive gap has been made[l 1], it cannot be assumed that the output current of the 
device will decay on that time scale. At present, the simulations predict plateau regions that 
are much shorter than those we have observed in our ohmic photoconductors. We are trying to 
explain this discrepancy by including in the model surface traps, which may trap holes and 
prevent their rapid transit out of the anode region. 

As explained, we had previously tried to combat the expected field collapse by 
laterally recessing the ohmic contacts from the etched gap region, leaving unetched material 
between the gap and the contacts. Simulations show that the field in this device does not 
collapse until the holes transit into the etched gap region, delaying the field collapse as 
expected. In addition, the heavy doping in the unetched region reduces the resistivity 
compared with the etched gap region. This decreases the hole velocity and further delays field 
collapse compared with the ohmic PC's. 

VIII. CONCLUSION 

We have fabricated a 1 urn photoconductive gap picosecond voltage step generator on 
GaAs/AlGaAs MODFET material. In photoconductors with standard ohmic contacts, 
prolonged responses have been seen, beyond the expected current decay due to electric field 
collapse in the gap. Two-dimensional device simulations have shown that, although the field 
in the gap does collapse on the expected time scale, the current is initially limited by the 
contacts, and several picoseconds elapse before the current becomes sensitive to the internal 
field in the photoconductor. Presently, the numerical model does not predict plateau times as 
long as those seen in our data. In addition, we have specially designed a new type of 
photoconductor, the recessed-ohmic photoconductor, in which the ohmic contacts are laterally 
recessed from the etched gap region to delay field collapse. These devices were able to sustain 
constant voltage for over 100 ps. We have also seen an interesting dip in response of these 
devices that may be experimental evidence of the velocity undershoot effect predicted by 
Monte Carlo calculations for GaAs devices excited with high photon energy light. 
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Figure 1: Integrated photoconductor/MODFET for the investigation of 
the step response of MODFETs on a picosecond time scale. S = source, 
G = gate, D = drain. 
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Figure 3:    Photoconductor process flow:    ohmic contacts, 
photoconductor etch, and interconnect metal. 
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Figure 4:    Pump/probe electro-optic sampling set-up. 
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Figure 5: (a) Response of ohmic photoconductor, vertical scale is 
20 mV/div, and horizontal scale is 100 ps/div.    (b) Response of 
recessed ohmic photoconductor, vertical scale is 50 mV/div, 
horizontal scale is  100 ps/div. 
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Figure 6: (a) EO sampling trace of recessed ohmic photoconductor, 
vertical scale is equivalent 80 mV/div, horizontal scale is equiv. 
5.5 ps/div.    (b) EO sampling trace showing dip, vertical scale is 
equiv. 50 mV/div, horizontal scale is equiv. 5.5 ps/div. 
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device in urn. Between 3 and 4 urn is the etched gap region, 
(b) Output current (in A/|im) as a function of transient time 
(in ps) for the same modeled device with small and large 
contact resistance 
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Abstract 

A gate breakdown model for MESFETs is presented. The model is based on quantum tunneling initiated 

avalanche ionization. The breakdown model is incorporated into a physics based MESFET model. Forward and 

reverse gate conduction are shown to be the main factors in determining the power and efficiency of MESFET 

amplifiers. 

I.    Introduction 

The fundamental limitations of power MESFET amplifiers are the gate contact breakdown and forward 

conduction mechanisms[l]. Forward gate conduction limits the peak gate voltage and drain current swing. Gate- 

drain breakdown causes an increase in rectified gate and drain current which shifts the device quiescent bias point 

and initiates premature power saturation. Both mechanisms limit the maximum power and efficiency an amplifier 

can achieve. High efficiency and power performance of FET amplifiers is important for satellite and cellular 

communication systems, phased array radars, or any application where prime power and thermal considerations 

are important. 

Breakdown models are typically based on the avalanche ionization mechanism, but recently the tunneling aspect 

of breakdown has gained attention [2] [3]. Breakdown models based on the avalanche ionization mechanism alone 

cannot predict the decrease in breakdown voltage with increasing gate voltage from pinch-off[4] [5] except under 

certain conditions[6][7], or the decrease in breakdown voltage with increasing temperature which has been 

experimentally correlated with device burn-out[21]. The avalanche model cannot predict the characteristic 'twist' 

in the gate current seen in MESFETs[4][5]. The temperature dependence of the breakdown voltage indicates that 

there is an important tunneling component to the breakdown mechanism. Although the gate breakdown process is 

affected by device geometry, material parameters and processing steps, the breakdown mechanism results from a 

combination of tunneling and avalanche generation. The strong electric field at the drain side of the gate initiates 

avalanche and field-assisted tunneling which dominate the device characteristics at high drain terminal voltages 

under pinch-off conditions. Previous studies of Schottky diodes demonstrate that field emission[8], thermionic- 

field emission [9], and thermionic emission [10] processes can dominate the diode current depending on the 

temperature, doping, and bias (and tunneling effective mass). The surface of the MESFET is an important part of 
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the breakdown process due to the strong disorder in the bonding arrangements and loss of stochiometry at the 

semiconductor/passivant interface. The disorder at the device surface induces interface traps and distorts the 

surface band structure, thereby affecting the breakdown process. In this paper, a breakdown model for MESFETs, 

combining the tunneling and avalanche processes and surface trapping effects, is presented. This work provides 

the first breakdown model for MESFETs that combines the tunneling and avalanche processes and incorporates 

thermal effects in the breakdown mechanism. The model described in this work can successfully explain the 

breakdown effects on large-signal MESFET operation. 

II.   Breakdown Model 

Proper characterization of electron emission from the gate is critical for a breakdown model. In this work, the 

electron transmission probability is determined exactly for a Schottky barrier without using the Wentzel-Kramers- 

Brillouin (WKB) approximation. A new formulation for the transmission probability is found because the 

majority of the electron flux crossing a Schottky barrier occurs near the peak of the barrier where neither 

thermionic nor thermionic-field emission is entirely dominant. The WKB approximation is inadequate for 

studying typical MESFET Schottky barrier operation. The breakdown model presented in this section generalizes 

the gate electron emission formulation and represents a distinct departure from purely avalanche based breakdown 

models[ 15]. 

To describe the tunneling component of the breakdown mechanism, the tunneling probability for a Schottky 

Energy 

Quadratic 

barrier is determined. Accurate quantum 

characterization of the barrier region requires the 

exact solution of the Schrodinger equation. In this 

model, the gate Schottky barrier is approximated by a 

three region linear potential energy barrier, shown in 

Figure 1 (image force effects are neglected). Region I 

is the gate metal region. Region II is a region of 

linear energy variation of width W and Region III is a 

constant potential region (Regions II and III are within 

the semiconductor). Region III is at a potential Va 

relative to the metal Fermi level (fif). The linear 

barrier approximation is used since, as seen in Figure 

1, there is only a small difference between the 

typically used quadratic potential solution [8] [9] [10] 

and the linear solution (near the transition between 

Region II and Region III) at energy levels relative to the metal Fermi energy such that significant tunneling does 

not take place.  The Schrodinger equation is solved in one dimension using the linear potential model V(x) = $ 
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Figure 1: Linear and Quadratic Approximation to the 
Schottky Potential Barrier 

402 



b(Eg) - qEgX where Eg is the barrier electric field strength and <t>b(Eg) is the Schottky barrier height. To detennine 

the transmission probability, the wave function solutions and derivatives at the region boundaries are equated and 

the integration constants are determined. The trial solutions in region I and III are plane wave solutions to the 

Schrodinger equation. The solution of the Schrodinger equation in Region II is 

\\fn(x) = C-Ai 
(   r2E.mtq\h-^(Eg) + qEgx 

V h2 qEg 

+ D 

( 

Bi 

) V 

(2Egm,q\i S-$(Eg) + qEgx 

{   h7 qE, 
(1) 

where Ai is the Airy function A and Bi is the Airy function B (C and D are integration constants). The condition of 

the MESFET surface affects the energy band characteristics and increases the tunneling effective mass of 

electrons during the tunneling process which affects the breakdown voltage. The wave vectors in Region I and III 

are defined as 
_J2mJ_ 

(2) 

and 

*•/// ~ h (3) 

where Va is the applied potential across the Schottky barrier and S is the tunneling energy. The metal and 

tunneling effective masses are mm and mt, respectively, and are assumed constant. The wave vector in Region II 

is spatially dependent and is incorporated into the TJJ(X) wave function solution in Eqn. 1. The transmission 

probability of the linear approximation to the Schottky barrier is based on the ratio of transmitted waves to 
k 

incident waves and is thus 7(g) = -in-T0 where T0 is defined by 
k, 

(Ä0BW-AB)
2
 +{A0BW - AWB0)

2k) + 

(A0BW -AwB0fkl, +{A0BW -AwB0fkjkl, + 

(AWBW -A^lk^+i^B, -A0B0) (4) 

(4kI{ÄwBw-AwBwf) 

where a = 
(2mtqEg\l £_<(, {E) 

"ft5"    •       ß= " 

B0=Bi{T\0), 
dAi{r\0) 

A0 = -a 
ox 

B0 = -a 
ox 

Tio=-ccß,  Tiw=-a(ß + W),   A0=A/(ri0), 

oBiM 
-,      Aw=Ai{t\w),      Bw=Bi{r[w), 
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dAi{i\w)      t    , dBi{r\w) 
A   =-a""""'" W', and £w =-a "   'K,w\    The transmission probability T(£) is exact for the linear 

dx dx 

potential barrier and is valid over all positive tunneling energies. 

The quantum transmission probability T(fi) represents the fraction of incident carriers at an energy level that 

penetrate the Schottky barrier. The source of electrons incident on the metal and semiconductor side of the barrier 

are assumed to be in thermal equilibrium and maintain a Fermi-Dirac distribution in energy. The approximation 

for the metal flux source is quite good. This model assumes that electrons penetrating the Schottky barrier from 

the semiconductor come from a Fermi-Dirac distribution of electrons at a given scattering distance Ls from the 

metal/semiconductor interface. Electrons that transport across the barrier are not in equilibrium with the lattice 

until sufficient scattering events occur to randomize the electron momentum and equilibrate its energy. The 

length Ls is the average distance traversed by an electron scattered from its equilibrium Fermi-Dirac distribution 

in the semiconductor across the barrier into the metal. The semiconductor flux source is similar to the metal flux 

source except for the relative position of the Fermi level and the density of states in the semiconductor. The 

incident flux of electrons from the metal on the Schottky barrier is found by integrating the velocity distribution of 

the source electrons. Following [11], the total flux is defined as 

*=-£?!!!*?&<&,<&, (5) 
*r *y *z 

where fn is the occupation probability of a state at energy S. Converting to an integration over momentum using 

p = hk to find the incident flux (x direction momentum) with momentum in the range px to px+9px, and 

transforming to polar coordinates yields the total number of incident electrons on the Schottky barrier per unit 

mkT 
timeyVms(sJ = Cfflln 1 + exp S,-g/ 

kT 
where C„ = 2*3 2nlti 

To obtain the total current density (dropping the x direction dependence) transporting across the barrier from the 

gate    metal,    the    incident   penetrating    flux    is    integrated    over   the    energy    distribution    to    yield 

J^ = \Nms(E)T(S)dB. The incident flux of electrons from the semiconductor is similar to the metal flux source 
o 

except the Fermi level is at a potential Va relative to the metal Fermi level and the density of states is zero below 

the conduction band.   This model neglects tunneling effects from the valence band.   The incident  source flux 

from the semiconductor is 
■ft 

/ 

AL(fi) = Cfln 1 + exp e,-ß/ + K / T 
where  Cs=u{Z-§h(E) + qELs)—'-j-j   and  u(£)  is a step 

2TUV kT 

function. The current density from the semiconductor to the metal is thus Jsm = q\ Nsm(S)T(S)dS.  The total 
o 

net gate current density Jt = Jm - Jsm   is the difference between the (reverse Jms) metal to semiconductor and 

the (forward Jsm) semiconductor to   metal current density. The avalanche ionization model used in the next 
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section is based on the formula by Okuto and Crowell[12].   It is field and temperature dependent and fits the 

theoretical results of Baraff[13] and measurements. 

III. MESFET Model 

The gate tunneling model is applied to a state-of-the-art quasi-two dimensional, physics based MESFET 

model[14] which solves the Poisson and drift-diffusion equations (in the gate region of the device) using a 

,    . . minimum number of 
Nss(x) 

approximations. For 

simplicity, it is assumed that 

MESFET breakdown occurs at 

the gate edge and within the 

gate depletion region where the 

   highest   electric   fields   exist. 
Figure 2: Cross section of a typical MESFET showing depletion extension Breakdown in Ae substrate of a 
region approximation, the depletion depth dj, the depletion extension length ds, 
and surface charge Nss(x). properly      designed      device 

should be minimal. 

Avalanche generation (and holes) that occurs at the drain edge is also neglected in this work. Breakdown in the 

gate region of typical MESFETs is the focus of this work and is assumed to be the dominant breakdown 

mechanism in MESFETs. The combined MESFET and gate breakdown model are coupled to a general purpose 

matching circuit by the harmonic balance technique[16].   The new model predicts the DC and RF performance of 

typical MESFETs. The model calculates the average channel temperature based on DC power dissipation and the 

device thermal resistance. Simulated DC-IV characteristics allow varying channel temperature with drain current 

and bias voltage. RF (and RF-IV for viewing dynamic load lines) simulations determine the channel temperature 

based on the drain bias and average DC drain current which can increase with strong RF power drive. The model 

assumes that surface traps maintain a constant occupation level under RF operation and does not predict 

dispersion effects.  The surface trap occupation does not vary during RF simulation and is dependent upon the 

MESFET DC bias and operating temperature[17]. The effects of surface Fermi level pinning in the region beyond 

the gate surface depletion region  are neglected for two reasons:   (l)some of the trapped surface charge locally 

couples to the donor ions in the surface deplation region and will not directly effect the drain  to gate potential 

(and thus the breakdown voltage) and (2) a properly passivated MESFET will have a channel resistance 

dominated by the gate depletion region and not the interelectrode resistance caused by the surface depletion.   The 

trapped surface charge within the gate depletion region is assumed to affect the strength of the electric field (slope 

of the barrier) in the barrier region but not the triangular shape of the barrier. 

To incorporate the tunnel breakdown model, the region between the gate and drain is included to determine the 

effect of the depletion extension and surface charge on the electric field strength at the gate edge. To include this 
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region in the MESFET model, the extended depletion region shown in Figure 2 is approximated by a rectangular 

area. The depletion depth dj and the depletion extension width ds determine the size of the region and are drain 

and gate bias dependent. The depletion depth dj and the depletion extension width ds are affected by the surface 

trapped charge and are determined in [17]. The occupied surface charge density Nss(x) varies along the surface 

due to the injection and subsequent capture of tunneling electrons by surface trapping states[18]. Gauss' law is 

used to determine the electric field that terminates on the fraction fG of the gate length Lg due to the net charge 

in the extended depletion region and the trapped surface charge. Applying Gauss' law to this region, and 

assuming the electric field is distributed uniformly at the gate edge where the majority of the tunneling occurs, 

yields 

qJilND(y)-Nss(xny)dxdydz = ej JEgdydz (6) 
0 0 0 0    0 

where W„ is the total gate width. The solution of Gauss' law assumes that most of the electric field diverging from 

the enclosed square Gaussian surface in Figure 2 terminates on the edge of the gate and is proportional to the 

density of surface and gate depletion charge. The strong two-dimensional nature of the fields is contained within 

the integral solution. Simplifying the solution based on the previous approximations, the electric field at (lie gate 

edge Eg is£. 
e/cA 

I s A A 
ds J ND{y)dy - jNss (x)dx .   The integrals J"Q ' N(y)dy    and jQ' Nss (x)dx are 

easily computed from the MESFET model 

formulation[14][17]. The electric field strength at the 

gate edge affects the tunneling probability of the barrier. 

The total tunneling current flowing from the gate edge is 

ld       Il=fGLWJt[Eg) = Itf-I*-    Tunneling electrons 

Drain    are injected into the gate depletion region and can initiate 

avalanche ionization. The density of the tunnel injected 

charge  tl, is determined  from  the  tunnel 
<P>, 

current density Jt(E„) and the velocity of the carriers vs. 
Source K 

Figure 3:    The large-signal representation of the Tne avalanche generated  current density due to charge 
MESFET  including   the  forward  Itf  reverse   1^ tunneling into the strong field of the depletion extension 
tunneling  sources  and  the  avalanche  generation 
source Ia. The drain conduction current Icon, gate region between Ö»e 2ate and drain   is found from ±c 

charging time %, and the capacitance matrix [C] are quasi-static drift-diffusion equation where the avalanche 

ionization coefficient[12] ajj(Eg) is dependent on the 

field at the gate edge. The intrinsic carrier concentration 

ni? and bulk lifetime x are included. For simplicity, the avalanche field and the tunnel injected charge density are 

assumed to be nearly uniform in the linear barrier region. The avalanche generated current density is 
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approximated by 7a=<7^———-q{nt +ni)vsdsaii(Eg). The coupled tunnel and avalanche breakdown 
X 

mechanisms are represented as current sources on the new equivalent, large signal MESFET model [17] in Figure 

3. The forward (%) and reverse (lü) components of the tunnel current density and the avalanche generated (Ia) 

currents are indicated as current sources between the gate, drain and source. 

IV. Results 

High efficiency MESFET operation results from the ability to optimally shape the drain current and voltage 

waveforms. This is typically accomplished by harmonic tuning. Proper tuning of the MESFET adjusts the 

dynamic load line within the IV plane to allow a maximum drain current and voltage. Reverse and forward gate 

conduction place limits on the allowed loadline operating area within the IV plane. To examine the effects of 

breakdown and forward gate conduction, two experimental power MESFETs, fabricated with the same 

specifications but taken from different wafers, are simulated. Both devices (utilizing buried channel profile with 

recessed gate) were tuned for maximum efficiency under Class AB conditions (Vd = 9V) at 9.5GHz. The RF 

performance of the MESFETs was simulated using the MESFET model with the new tunnel avalanche 

breakdown mechanism. The model parameters were extracted from the measured data provided by the foundry. 

Table 4.1 in [17] presents a comparison and discussion of the measured and simulated date. Data supplied 

consisted of doping profiles, DC-IV characteristics, and RF power performance[17]. The parameter extraction 

routine is based on a new quasi-newton minimization algorithm[19] that adjusts the physical model parameters, 

within constrained and physically reasonable bounds, to minimize the difference between measured and simulated 

DC and RF data. Some of the main adjustable parameters include device parasitics, doping profile, surface charge 

density, tunneling effective mass, matching circuit impedances, channel mobility and saturation velocity. The 

high efficiency performance of experimental Device A, shown in Figure 5, is greater than the performance of 

experimental Device B, shown in Figure 4. The average DC gate currents for device A and B are compared in 

Figure 7 and Figure 6, respectively. The negative gate current indicates[15] that there is substantially more 

breakdown occurring in Device B than in Device A. Decreased breakdown voltage in Device B reduces the 

maximum efficiency the amplifier can attain by causing premature saturation. Measurd and simulated DC gate 

breakdown characteristics are compared in Figure 8 and 9. Device A has a higher DC gate breakdown voltage in 

Figure 9 as compared to Device B as seen in Figure 8. The Device A DC breakdown voltage is lower than Device 

A, but also the RF-IV (which are under constant temperature) breakdown voltage is also lower as can be seen 

form the dynamic load lines at the peak operating efficiency power level. The simulated dynamic RF-IV and load 

line for Device A at the input power level (at peak efficiency) of 21dBm is shown in Figure 10. The device 

operation is dominated by the balance between the forward gate conduction mechanism and reverse breakdown as 

can be seen from the position of the load line. Device B dynamic RF-IV and loadline is shown in Figure 11 at 

21dBm input power (at peak efficiency). Device B RF performance is dominated by reverse gate breakdown as 

demonstrated by the position of the load line. The load line extends significantly into the breakdown region. The 
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Figure 5: The RF output power P0, power added 
efficiency PAE, and gain measured and 
simulated results of experimental MESFET A. 

Device B load line encounters the breakdown region at 

lower input power levels than in Device A, which identifies the main difference between the two devices. The 

excellent match between measured and simulated data presented demonstrates the effectiveness of the new 

breakdown model. 

V.   Conclusion 

A new gate breakdown model for studying high efficiency MESFET operation is presented. The breakdown 

model is based on tunnel initiated avalanche ionization in the high field region of the gate depletion region. This 

is the first breakdown model that couples the avalanche and tunneling mechanisms with temperature effects which 

can be used to perform RF and DC simulations. The effects of distorted surface band structure on the tunneling 

effective mass and breakdown voltage are seen for the first time. The coupled breakdown and MESFET models 

are used to explain the complex behavior of large-signal MESFET operation. Good agreement was obtained from 

the simulated and measured results. 
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Abstract 

Modelling the high field drift region of HFET's as a drift capacitance between gate 
and drain in series with the gate capacitance allows to est.mate the extension of 
the drift region, which determines feed back and output conductance, thus 
relating the microwave power gain to the device structure. The technique is 
applied to various GaAs  and InP based FET structures. 

I Introduction 

To reach the RF-performance limits of high speed devices, the electrical equivalent 
Set model parameters need to be directly correlated with the physical design 
narameters as the geometrical layout, the heterostructure configuration and the 
charge carri transport properties. High switching speeds have been achieved by 
optimizing the H21 cut-off frequency. Because of the short circuited output 
Edition however! the feedback behavior and output conductance, which are 
related to  the  gate-drain  high  field drift region,  enter only  marginally. 

However,   the   gate   to  drain   high   field  region   conditions   dominate   power   gain 
breakdown  and overall  signal delay. The benefit of the high field drift region  and 
domain  formation  has  been  recognized  since  long,  and  its  impact  on   power  g 
and  breakdown  has  been  extensively  analysed  analytically  and  numerically  in    he 
nast   1121    Due   to   the   2D-nature   of  this   region,   the   models   used   are   generally 
Hmted   to   rather   specific   device   structures   especially   in   respect   to   the   recess 
"iguration. In addition, the domain formation depends on the electron 

dynamics in the specific heterostructure. Thus, an effective drift region length as 
SguTof comparison might be very helpful for the comparison of various design 
concepts. The analytical treatment of the drift region as space charge layer leads 
to  the  lateral  spreading  model   [31.  The  treatment  as  stationary  high  field domain 
eads to a domain capacitance of the extension of the lateral domain space charge 

|41. Thus, it is suggested to model the drift region by its space charge capacitance. 

II        Feed-Baf* Circuit Model 

In the following an effective drift region length is defined from S-parameter 
measurements and standard small signal parameter extraction related to the 
equivalent  circuit.   For  our  purpose,  the  feed  back  capacitance  Cgd is split into a 
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series connection of two capacitors,  the input capacitor and a drift capacitor,  which 
is now related to the drift region between gate and drain: 

1/Cgd = 1/Cgs + 1/Cd eq. 1 

Evidence  for this  series  circuit  model comes  from  the  linear feed-back  correlation: 

CgS/Cgd = 1 + ß gm/Gds eq.2 

which has been experimentally verified for a variety of HFETs over a wide range 
of bias conditions [5,6]. The confinement factor is found to be ß=0.3 for optimum 
cases. Dividing eq.2 by CgS yields the feed-back series circuit of eq.l  with: 

Cd = GdsCgs/ß gm eq.3 

a capacitance associated with the extension of the drift region. Thus, here the drift 
capacitance is directly linked to the output conductance. The physical 
interpretation  is   shown  in  fig. 1. 

L ig *"  

Fig.l: 
Active  area device cross  section  with  physical  interpretation of drift capacitance 

The devices considered are short gate length FET's with a high aspect ratio to 
suppress 3D-effects. For such QW-channel structures Cgs may be approximated as 
parallel plate capacitor with teff as the gate to channel separation. Assuming that 
the lateral channel field concentrates between the bottom of the channel and the 
surface, Cd can also be considered a lateral parallel plate capacitor. Evidence for 
this is found from modelling the higher valley hot electron distribution in HEMT's 
[7J. Then  the two capacitors may be  approximated as follows: 

dQ 
C 

source 
gs dV 

gs 

£ w   L 

"eff 
eq.4 

C      — drain 
d      dV drift 

£ W   t 
eff 

L 
eff eq.5 
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Here    Vdrifi   represents   the   internal   voltage   across   the   drift   region,   and   Lpeff 
mark's  the  lateral  extension  of the  drift  capacitor  towards  the  drain  in  the  parallel 
plate  capacitor  model.  This   allows  to  extract  a  drift  region   length,  expressed  in 
terms of the input and feed back capacitance, knowing only the geometrical layout 
of the device and the average refractive index of the heterostructure: 

£ W 

L^      =   L 
Deff g 

If, 

C 
V   gsJ 

gs 

-gd eq.6 

In cases 

'Deff 

j, where eq.2 applies, LDeff can also be related to the output conductance: 

£ W 

C 

2 
f    g    1 ß    m 

^    8ds> eq.7 

Eu7 leads to a direct proportionality between the extension of the drift region and 
the output resistance (at constant gm and Cgs in this first order model). Thus, 
L Dcrr can indeed serve as figure of merit for the intrinsic power gain performance. 

Two critical assumptions need to be made for this model: 
(1) The gradual channel region is considered an intermediate node due to 

the  small  internal  voltage  drop  in  the  gradual  channel region,  and 
(2) The vertical line (A')-(A") has to represent an equi-potential line tor Cd, 

but at the same time needs to consume the Vg-potential drop. This approximation 
will hold if the influence of the gate-source voltage on the drift region is small in 
comparison to the gate-drain bias, thus if the gate field acts only as fringing field 

on Cd. 

III      PM-fiaAs HFET Analysis 

I1IA    Drift   Rp.prinn  Characteristics 

The development of the drift region can be monitored for the entire field of 
operation analogue to the FET output characteristics. This is illustrated in fig 2 for 
a high current recessed gate GaAs doped channel pseudomorphic HFhT with highly 
doped cap layer and 0,25jim gate length [9]. One can see, that in this model the 
drift region starts to develop already in the linear regime, because already here 
Cgs becomes non-symmetrical in respect to source and drain. In saturation, the 
drift  region   reflects  two  different  conditions: 
At low current levels the drift region acts as a lateral space charge layer; the space 
charge being the donor sheet charge in the channel and active part of the supply 
layer. Opening the channel and allowing current to flow at saturated velocity, the 
donor charge  will  in  part be compensated by the electronic charge  and LDcff will 
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increase with ID- On the other hand, the device will be deeper in saturation at low 
current level, increasing Locff- At small drain bias the latter effect will be 
pronounced and Locff decreases with Iß, at high drain current the trend should be 
reversed and Locff should increase with ID. At high current levels, the drift region 
reflects  a  stationary domain  with  a  laterally  varying domain  charge. 
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These trends seem to be observed, however, care has to be taken with this 
interpretation, because only part of the extrinsic voltages act on the drift region. 
Therefore, the intrinsic voltages are determined at each bias point (using RF, cold- 
FET and DC evaluation) and an intrinsic drift region characteristics is plotted in 
fig.3. 
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Changes are pronounced at high currents, where LDcff is limited due to the 
influence of the parasitic series resistances. This leads to a decrease in LDcrf and 
increase in domain capacitance (besides a reduction in gm). The following simple 
model  was  used to estimate  the drift region  voltage: 

Vdrifl = VD - (RS+RD)ID - EcLg + cc(Vg - RSID) e^8 

The linear regime is (largely) taken care of by substracting EcLg (Ec=4kV/cm); 
and a(Vg - RslD) is the fraction of Vg acting laterally on the drift region. 
Therefore,   a  may  be interpreted as  a fringe  field factor. The effective drift region 

length  is determined by eq.6. 
a is the only fitting parameter in this model taking care of the 2D-field 
distribution It is determined in the following way: The lateral spreading model |3| 
predicts a Vdrift - Ns LDeff2-relationship. A large <x however tends to linearize 
this behavior. Plotting the data in a double logarithmic scale, a is varied to fit a 
linear slope with s=2 near pinch-off (where the electronic domain charge is still 
neglectible) and in the region, where the space charge layer is fully developed 
(LDcff >10nm). This is however only possible with a small a<0.1. (see fig.4). 

A Vg = 0.8V 

+ Vg = 0.4V 

x Vg = 0V 

0 Vg = -0.4V 

* Vg = -0.8V 

||1IIIIII|1IIIHI1HHIHHH^I11I|IIH1I'IPP 

10' 

LoTff vs. Vdrift («=0.1   in eq.8)  in double logarithmic  presentation.  The  curve  for 
Vg=-0.8V is in pinch-off with noticeable leakage current for Vdrift ^1V. 

At high currents LDeff stretches out further (at the same Vdrift) consistent with 
the influence of the electronic domain charge. The slope decreases slightly, 
nossibly due to the lateral domain charge distribution (indicating a higher density 
near the gate) The extension is limited at 20 to 30nm, where breakdown occurs. 
It seems that the drift region touches the gate recess edge at this point.  Examining 
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the structure by SEM shows a gate to recess edge separation of approx. 40nm. 
Taking into account a gate fringe capacitance and current crowding at the edge, 
the first order model data seem to be in reasonable agreement with the structural 

parameter. 

TTTR    Effective Channel  Velocity 

Four  main  parameters  determine  the  average  electron  channel  transit  velocity: 
(a) the intrinsic overshoot and high field velocity regions, 
(b) the charge control  and modulation  efficiency, 
(c) the delay and capacitive loading of the drift region, and 
(d) the parasitic elements, which have been taken care of by the equivalent 
circuit model. Of specific interest here is the influence of the drift region on vcrr. 
Therefore, the differential fT-approach after [8] has been used to monitor vcff 

with LDcff (see fig-5)- 

In the linear regime vcff increases, Cgs becomes non-symmetric in respect to 
source and drain and an effective drift region starts to develop. From fig.2 is seen 
that the simple model leads here to a sudden development of LDcff with Vp. 
Reaching saturation vcff peaks and decreases only moderately. This means that 
the overshoot regime dominates the performance up to breakdown in this narrow 
gate    recessed device. The charge control determines the value of vcff by gm. 

CO 
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r— 

Fig.5: 1 1 

Variation    of    the 
H- 

effective    channel 
> 

electron      transit 
velocity   with  drift 
region   length   and 
gate      bias      as 
parameter. 
Symbols     as     in 
fig-4. 

Near pinch-off vcff decreases rapidly. However, at high drain bias the channel 
becomes conductive again, which is also seen in the RF behavior until breakdown 

is  reached. 
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IIIC    Output   Conductance 

Eos 1 2 and 7 link the output conductance to the feed back capacitance and drift 
region length. From these equations a linear relationship is expected and indeed 

seen  between  1/Gds and Lücff (see fig. 6). 

Fig.6: 
Correlation of 
output resistance 
1/Gds with the 
drift region length 
for various gate 
bias conditions. 
Symbols used as 
in fig.4. 

Near pinch-off the output conductance is essentially suppressed. However, once 
chTnnel current starts ,0 flow a. high drain bias l/Ods reduces raptdly onto the 

general   curve. 

TV      Comparison with IPP bxseA HEMT Devices 

InP  based  devices  have  shown  considerably  higher  fmax/fT-ratios at high fr  than 
GaAs  based devices.  This  fact  has  widely  been  associated  with  the  high  InGaA 
Channel   Section   mobility   and  peak   velocity.   In   addition,   it  has   been   suggested 
hat   «he   drift   region   extends   further   under   comparable   bias   conditionsan 

reduces  the  feed  back  capacitance  and  output  conductance  [10|.  Thus    the  above 
technique   has   been   applied   to   such   structures   to   verify   the   lattervo n 
essence    it   implies   that   the   hot   carriers   follow   mainly   the   broad   velocity/field 
relationihip  of the   InAlAs  or  InP  barrier  material,  rather  than   the   steep  curve  of 
he  TnGaAs   channel.   Two   InP   based   device   structures   are   considered   in   this 

experiment and compared to the GaAs based HFET presented in  section  III: 
iT     A   structure   with   InGaAs   channel   and   InGaAs/InAlAs   super attice   sub- 

channel  and buffer. The  2DEG-density  in  this  structure is  Ns=2 8*10^™-2; the 
gate length is 0.3tim.  Details of this structure have been published elsewhere |10|. 
(2)      An    InGaAs-InP   stepped   QW-channel    sandwiched   between    two   InAlAs 
barriers   The 2DEG-density located in the InGaAs sub-channel is Ns=2.2*l()    cm    , 

the gate length is 0.6jim. Details of this structure are given in |111. 

VI-2 
417 



As a basis for comparison gate bias conditions near the maximum fy-condition 
have been chosen with drain bias as extrinsic and drift voltage as intrinsic 
variable.   The  development  of  LDcff arid  1/Gds    with V(]rifi   is  shown   below. 

2.0 • 

BgJl 
Development of 
drift length with 
intrinsic drift 
voltage for GaAs 
and InP based 
HFETs as 
described in the 
text. In each case 
two gate bias 
conditions near 
the maximum fj 
bias point are 
presented. 
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It can be seen from fig.7 that the drift region in both InP based devices develops 
essentially deeper than in the case of the GaAs device. Their drift region develops 
linear even by fitting the curves with a small a =0.1 (in a procedure as described 
in section IIIA). An explanation within the frame of this model for this distinctly 
different behavior to the GaAs based devices is a lateral space charge distribution 
in the channel (hyperbolically decreasing towards the drain) due to the electron 
velocity  distribution   in   the  overshoot  regime   in   both   heterostructures. 

The   output   conductances 
are compared in  fig.8. 

mil 
Output conductance 
vs. drift region 
length for the GaAs 
based device and 
the InP based 
device (1) at the 
bias points of fig.7. 
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In this case an identical behavior is observed. No benefit from the deep 
InGaAs/InAlAs QW is seen. This is indeed expected from a more detailed analysis, 
which'shows that the ratio gm/Gds » only dependent on the product of the 
structural aspect ratio and the drift region aspect ratio and independent of the 
material   basis   and  heterostructure  configuration   [61. 

Thus, the high fmax/fT ratio of InP based HFET's can essentially be linked to the 
wider extension of their drift region. At the same time a high fjLg-produc is 
observed. This indicates a high average transit velocity in this region. An analysis 
in this respect may follow that of section IIIB. 

V        Conclusion 

A   novel   concept   has   been   presented   relating   Cgd   and Gds (which   are   the   key 
intrinsic   parameters   for  the  power  gain  cut-off  frequencies)  of  QW-channel   FET 
devices   to   the   intrinsic   gate-drain   high   field   drift   region.   The   drift   region   i 
del ribed   by   a   drift   capacitor   and   with   the   help   of   a   simple   geometrical 
approximation   a  bias  dependent  effective  drift  region   length  can   be  defined  and 
used as figure of merit to compare a variety of devices. Tins is possible regard es 
of   the   technology   used,   because   only   S-parameter   measurements   and   standard 
£uivrie      c"ui "element  extraction   are   needed   besides   the   physical   gate   length 
and  width  of the  device.  A  pronounced difference  in  the  development  of the  dnft 
region  is  seen  between GaAs based and InP based devices: 

In the case of the GaAs device investigated, the drift region can be described as a 
Lteral space charge layer, the extension being determined by e«« 
donor charge up to rather high current levels. The extenston of the drift region 
follows therefore largely a LDeff « (Y^fO^-relationship, limiting the extension 
of the drift region at high drain fields. To utilize high overshoot velocities a 

narrow  recess  is   therefore  essential. 

In the contrary, for InP-based devices a linear relationship LDcff - Vdrift >s seen 
even for high drain fields. One might speculate that in this case the drift region 
extension is determined by the lateral profile of the electronic domain charge. I he 
ttruX proportionality would then lead to a hyperbolically decreasing net charge 
den hy towards the drain. It seems therefore that the high fma*/fT-raUo at high 
fT obtained with the InP based devices is mainly linked to a high velocity at h.gh 
fields Therefore it might be suggested that the hot carriers traverse the drift 
region  mainly in  the  InAlAs  and InP barrier material. 

Correlating the extension of the drift region with the output conductance shows 
th"t for both cases a linear relationship holds. It seems that the mechanisms 
causing parallel conduction can be well linearized in the region of interest. No 
clepencfence of the output resistance on the specific QW-configuration is observed 
(in the open channel high field region) and the dominating influence of the aspect 

ratio product of the device is confirmed. 
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Considering both feed-back and output conductance, it can be concluded that the 
main reason for the high intrinsic gain cut-off frequencies of InP based HFET 
devices is the large drift region extension in conjunction with a high transit 
velocity. 
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ABSTRACT 

Large signal RF and DC performance of n-type 6H-SiC and p-type diamond MESFETs has been 
simulated at various operating temperatures by a large-signal RF simulator using the harmonic 
balance technique and the two-dimensional device simulator, PISCES-IIB. The RF performance of 
SiC MESFET is predicted to be optimal in a temperature range slightly higher than room 
temperature. At room temperature the simulated SiC MESFET exhibits an output power of 3.5 
W/mm for an operating frequency of 8 GHz with 16.5 dB gain and 44 % power-added efficiency 
at 24 dBm input power. In contrast to the SiC MESFET, the RF performance of the diamond 
MESFET is improved with temperature, but the current level is much lower than that in SiC in the 
entire temperature region investigated. The very different temperature dependencies of DC and RF 
performance in SiC and diamond MESFETs are attributed to the significant difference in the dopant 
ionization energies in SiC and diamond. 

Introduction 

Wide band-gap semiconductors have been given significant attention as potential materials for 
high-frequency, high-power, and high-temperature applications due to the high saturation velocity, 
high breakdown voltage, and high thermal conductivity [1]. It has been predicted that SiC and 
diamond possess the materials characteristics that may permit RF electronic devices with 
performance greater than what is available from devices fabricated from Si and GaAs [1]. It has 
been shown that diamond and SiC can provide substantial improvements in the power-handling 
capability when compared to conventional semiconductors [2]. A more critical evaluation based on 
existing packaging technology indicated that the device size of a high voltage 6H-SiC MOSFET 
can be significantly reduced compared to a Si device at high temperature operation [3]. 

The temperature dependence of the drain current level and thus the RF performance of the 
MESFET structure is mainly determined by : a) number of activated carriers in channel ; b) 
saturation velocity of the carrier; and c) mobility of the carrier. In particular, consideration of the 
dopant ionization process is critical in diamond and SiC for an accurate theoretical prediction on the 
high temperature device performance. This is due to the relatively high ionization energies of 
dopants in these materials. With the help of recent significant research efforts in SiC and diamond, 
the materials parameters and temperature dependencies of current transport mechanisms for these 
materials are better understood. 
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In this paper, we report DC and RF characteristics of simulated SiC diamond MESFET over a 
wide temperature range from room temperature up to 1000 K. The present-day materials 
parameters were embedded in the simulation. Temperature dependencies of saturation drift velocity 
and mobility were also considered at various operating temperatures. Very importantly, incomplete 
dopant ionization was employed to calculate the activated carriers in the channel. A preliminary 
comparison is made based on the same device structure for diamond and SiC MESFETs. 

Simulation Experiments 

The DC and RF performance of n-type 6H-SiC and p-type diamond MESFETs was investigated 
by a harmonic balance circuit simulator which utilizes the accuracy of the two-dimensional 
numerical device simulator, PISCES-IIB. The harmonic balance simulator extracts the MESFET 
gate and drain current and capacitance characteristics which are calculated by PISCES-IIB and then 
performs large and small signal analysis. The large-signal RF simulator is a NCSU physics based 
GaAs MESFET model and has demonstrated excellent accuracy in predicting the RF performance 
of a variety of industrial devices fabricated from GaAs[4]. 

The exact role of various scattering mechanisms that govern the temperature dependence of 
mobility is not presently known in both 6H-SiC and diamond. For 3C-SiC, the dependence has 
been reported to have a form of T a where a ranges from 1.2 to 1.4[5]. For p-type diamond, the 
mobility degrades rapidly with temperature. The temperature dependence has been reported to be 
T- ß where ß is between 2.2 and 2.8[6, 7]. We assumed values of 1.3 and 2.8 for n-type 6H-SiC 
and p-type diamond, respectively. The dependences of temperature on the drift velocity of the 
carrier were assumed to vary as T °-87 and T °-76 for SiC and diamond, respectively. Table I lists 
the major material parameters used in the simulation of SiC and diamond MESFETs at room 
temperature. 

Table I. List of the maior material parameters (room temperature) used in the simulation. 

Materials Parameters Diamond (p-type) 6H-SiC   (n-type) 

Activation Energy (eV) 0.35 0.10 
Energy Gap (eV) 5.4 2.86 

Low-field Mobility (cm2/V-s) 1200 340 
Saturation Velocity (cm/s) 1.7 x 107 

2xl07 

Density of States (Nc) (/cm3) 1.8x10*9 1.04x10*9 

Density of States (Nv) (/cm3) 5.0x1019 2.8 x 10*9 

Relative Permittivity 5.7 10.0 
S.R.H. Life Time (hole) (s) 1x10-9 1x10-9 

S.R.H. Life Time (electron) (s) 1x10-9 1x10-9 
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Several parameters such as intrinsic carrier concentration, density of states, and band gap energy 
exhibit temperature dependence and are included in the simulation.The effect of temperature on free 
carrier activation is modeled using Fermi-Dirac statistics for incomplete ionization. The activation 
energy of the dopant has the most sensitive dependence on temperature. Fortunately, the activation 
energies for n-type SiC(Nitrogen doped) and p-type diamond(Boron doped) are well established 
which are 0.10 eV[8] and 0.35 eV[9], respectively. Due to the high thermal conductivity of these 
two materials, the possible dissipated dc energy was not taken into account in the RF simulation. 
In typical RF devices fabricated from conventional materials such as Si and GaAs, the dissipated 
energy causes a temperature rise in the conducting channel and severely degrades the DC and RF 
performance. 

DC and RF Performance of P-Type Diamond MESFET 

The present-day materials parameters have been implemented for the DC simulation of a p-type 
diamond MESFET at several temperatures. A cross sectional sketch of the investigated device 
structure is shown in Fig.l. The workfunction of the gate metal is 5.1 eV. The contact resistance 
of ohmic contacts (source and drain) is assumed to be 1 x 10"5 ß-cm2. 

Source 

1 micron      ■  0.5 micron 
 »4*  

Gate 

2 micron 

Drain 

VMMWM W%000%000fä mmmm 
i 

Channel 
Na = 5E17 

< 

0.15 micron 

r+   J {    p+ 

Substrate 

Fig. 1 Schemetic cross sectional sketch of a p-type diamond MESFET. 
The structure of a n-type SiC MESFET is same. The gate width of the 
device is 1 mm. 

Figs.2 (a) - (b) show the DC I-V characteristics obtained at room temperature and 650 C. The gate 
voltage ranges from 0 to 20 V. The drain-source current at 923 K is substantially higher than that at 
room temperature. The magnitude of channel current is an indicator of the power capability of the 
MESFET. For this reason, the DC performance of the device was simulated at various 
temperatures. The result is shown in Fig.3(a). The peak drain current increases with temperature 
almost up to 950 K and starts to drop at this temperature. The influence of temperature on drain 
current is significant. The peak drain current at 923 K is approximately 25 times higher than that at 
room temperature. For simplicity, the peak drain current in Fig. 3 is defined as the drain current at 
Vgs = 0 and Vds = 50 V. 

The RF performance for different temperatures was performed using a harmonic balance simulator. 
Figs.4 (a) - (c) compare the RF characteristics of the device at different operating temperatures. 
The device was characterized at an operating frequency of 5 GHz with Vgs = 10 V and Vds = 40 
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V. At higher temperatures, there is an improvement in RF output power as well as gain and power- 
added efficiency (PAE). This result is consistent with the channel current variation which is shown 
in Fig.3. The PAE at 773 K has approximately 33 % peak at an input power of 22 dBm. The linear 
gain is about 8.5 dB and the output power is approximately 0.75 W/mm at this temperature. 

The improvement of DC and RF performance with temperature in a diamond MESFET can be 
attributed to a high value of activation energy (0.35 eV) for the ionization of Boron. The high 
activation energy also explains the significant variation of drain current with temperature as seen in 
Fig.3(a). It is believed that the magnitude of channel current and thus the RF performance is 
dominated by the ionization process until 950 K. The current level beyond this point begins to fall 
due to degraded mobility and drift velocity at high temperature. 

DC and RF Performance of n-Type 6H-SiC MESFET 

DC and RF characteristics of a 6H-SiC MESFET were investigated for the same device structure as 
in the diamond MESFET discussed above. The workfunction of gate metal is 5.7 eV. The contact 
resistance of ohmic contacts is assumed to be 1 x 10"5 Q-cm2. This number is a realistic value that 
can be achieved by highly doping(l x 1019/cm3) under the source and drain contact. Fig.3(b) 
shows the peak drain current of the SiC MESFET in a temperature range of 300 K to 1000 K. 
Compared to the diamond MESFET, the DC-IV characteristics of a SiC MESFET are very 
different. The magnitude of drain current at the entire temperature range is much higher. And the 
maximum drain current level is at about 373 K, which is much lower. The variation of drain 
current with temperature is much smaller. 

The temperature dependence of IV characteristics in SiC MESFET results from relatively low 
ionization energy of donor(nitrogen) in SiC, which is about 0.1 eV. This number is much larger 
compared to 0.35 eV in diamond. Also the smaller temperature dependence of mobility in SiC 
contributes to less sensitivity of the drain current to temperature after the peak current 
maximum(373 K). Figs.5(a)-(b) show the DC-IV characteristics of SiC MESFET at 300 K and 
923 K. The pinch-off voltage in SiC (about -9 V) is less than that in diamond due to the higher 
permittivity of SiC. 

The higher drain current level in SiC MESFET leads to a better RF performance compared to the 
diamond MESFET. The RF performance of SiC MESFET was simulated at 300 K, 573 K, 773 K 
and 923 K. The result is shown in Figs.6(a)-(c). Our investigation suggests that the best RF 
performance of SiC MESFET is obtained at a temperature range slightly higher than room 
temperature. At 300 K, the maximum output power of 3.5 W/mm with power-added efficiency of 
44 % and linear gain of 16.5 dB was obtained at an operating frequency of 8 GHz with Vgs = -3.5 
V and Vds = 40 V. At 923 K, the device produced about 1.8 W/mm with efficiency of 32 % and 
gain of 12.5 dB under the same bias condition. Based on the specific device structure under 
present investigation, the RF performance of SiC MESFET is superior to that of diamond 
MESFET. It must be pointed out, however, that thermal effects and breakdown of devices were 
not taken into account in the present study. The thermal conductivity of diamond is known to be 
about 7 times higher than that of SiC. The higher thermal conductivity will lead to a higher 
breakdown voltage in diamond than in SiC at very high temperatures. The higher breakdown 
voltage expands the operating area for the dynamic load line in large signal performance [10] and 
reduces the advantage of SiC over diamond. 
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Conclusion 

The DC and RF performance of n-type 6H-SiC and p-type diamond MESFETs has been simulated 
using the present-day materials parameters at various temperatures. For SiC MESFET, the RF 
performance is predicted to be optimal at near room temperature and to be degraded as temperature 
is increased. At room temperature the simulated SiC MESFET exhibits an output power of 3.5 
W/mm for an operating frequency of 8 GHz with 16.5 dB gain and 44 % power-added efficiency. 
In contrast, the RF performance of a diamond MESFET is improved with temperature from room 
temperature up to 950 K due to the very high activation energy of dopants for lonization. The 
current level of the diamond MESFET is much lower than that of the SiC MESFET, particularly at 
the low temperature region investigated. At 773 K, the diamond MESFET produces about 0.75 
W/mm at 5 GHz and 33 % power-added efficiency at 21 dBm input power. From a preliminary 
analysis based on a simple device structure, it may be concluded that the RF performance of a n- 
type 6H-SiC MESFET is superior to that of p-type diamond MESFET. Further research that 
implements several other factors such as thermal effects, breakdown voltage, and optimized device 
structure is needed for a more objective comparison between the SiC and diamond devices. 
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Fig.2 I-V characteristics for a p-type diamond MESFET (W = 1 mm) at a) 300 K and at 
b) 923 K. The gate voltage ranges from 0 to 20 V in steps of 2 V. Ids is very low 
at 300 K. y 
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Fig.3    Peak drain current (Ids at Vgs = 0 and Vds = 50 V) versus device operating temperatures 
for a) p-type diamond MESFET and b) n-type 6H-SiC MESFET. 
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Fig.4 RF performance of a p-type diamond MESFET at different operating temperatures: a) 
gain versus input power b) power-added efficiency versus input power and c) output 
power versus input power (F = 5 GHz, W = 1 mm, Class A). 

428 
VI-3 



a 
u u 
3 
U 

0 

"      a) 

10     15     20     25     30     35     40     45     50 
Drain Voltage (V) 

0.2 

^   0.15  - 

e 
U 
S 

es 

0.1  - 

0.05  - 

0 
0 

-   b) 

10     15     20     25     30     35     40    45     50 
Drain Voltage (V) 

Fig.5 I-V characteristics for a n-type 6H-S1C MESFET (W = 1 mm) at a) 300 K and at 
b) 923 K. The gate voltage ranges from 0 to -10 V in steps of -2 V. 
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Fig.6 RF performance of a n-type 6H-SiC MESFET at different operating temperatures: a) 
gain versus input power b) power-added efficiency versus input power and c) output 
power versus input power (F = 8 GHz, W = 1 mm, Class A). 
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ABSTRACT 

Band structure calculations, charge distribution and charge control 
properties in InGaAs-based pseudomorphic modulation doped [lll]-FET's are 
presented. Compressive strain in AlGaAs/InGaAs/GaAs structures, and both 
tensile and compressive strains in AlInAs/InGaAs/InP devices are used to 
generate internal electric fields via the piezoelectric effect. Normal and 
inverted HEMT's with maximum charge in the well and minimized parallel 
conduction have been designed using this piezoelectric internal field. 
Improvements in charge concentration (up to 50% more) and its distribution 
in the well (almost centered) are achieved in this new orientation. 
Transconductance and gate capacitance versus gate voltage are compared for 
the [100] and [111] orientations. We conclude that the device performance 
is improved when the [111] substrate is used. 

INTRODUCTION 

There has recently been much interest in the properties and potential 
device applications of strained layers, piezoelectrically active in 
semiconductor heterostructures grown on polar substrates [1]. A number of 
optical devices have been proposed [1,2], and Snow et al [3] have recently 
suggested that the use of a strained barrier grown in the [111] direction 
could be used to achieve inversion without the need for extrinsic doping. 
The use of InGaAs pseudomorphic channels in high electron mobility 
transistors (PMHEMT's), has led to considerable improvements in device 
performance due to the increased AEc, which allows high electron densities 
even when low Al content barriers are used [4]. 

Calculations showing enhanced carrier densities and device performance 
in [111]-oriented AlGaAs/InGaAs/GaAs HEMT structures, where the 
piezoelectric field is placed within the active region, have been reported 
[5]. In this paper we present a comparative analysis of [111] and [100] 
PMHEMT's grown on GaAs or InP substrates. Important device parameters, such 
as transconductance and gate capacitance, are estimated from the channel 
charge versus gate voltage behavior. 
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(N (z) and N (z) for donors and acceptors respectively) and the free 
d a 

carriers (in our case we consider an n-type HEMT): 

p(z) = q N (z) - N (z) - n(z) 
d        a 

(4) 

Assuming a standard depletion approximation in the GaAs substrate, 
N (z) is equal to the residual acceptor density, N (z). This assumption a a 
considers that the Fermi level is close to the conduction band in the rest 
of the structure and all the acceptor levels are filled. The free electron 
concentration is obtained adding the populations of all the subbands up to 
a maximum of ten (usually, no more than three have electrons), with a 
spatial probability factor given by: 

n(z) =1 

» 
m KT 

n h 
Ln jl In -11 + exp (E -E )/KT ]} ". (2)| (5) 

where E is the electron quasi-Fermi level and E stands for the electron 
f i 

quantum eigenvalues. 

i HI ii i i 
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Fig. 1. Conduction band and charge distribution for [100] (dashed 
lines) and [111] (solid lines) devices on GaAs (a) and InP (b). 

It is clearly seen, from equations (3) to (5), that the wavefunctions 
are needed to solve the Poisson equation in V (z), which is also included 

h 

in the Hamiltonian. Therefore, a self-consistent solution has to be 
obtained. In order to solve the above system of equations two boundary 
conditions have to be considered: 
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II. SELF-CONSISTENT MODEL 

In this paper new ideas for InGaAs PMHEMT's are presented. 
[Ill]-oriented substrates of GaAs or InP are used, allowing for compressive 
or tensile strain in the InGaAs layers. The model presented here follows 
the envelope-wave-function formalism in the effective mass approximation 
[6]. This method has the advantage that it is easy to take into account the 
effect of any potential profile superimposed on the lattice potential, the 
latter being described with parameters such as the electron and hole 
effective masses and energy gaps. The Hamiltonian for electrons is given 
by: 

H = 
-h 

2 m  dz 
o 

1 

m (z) dz 
+V(z) (1) 

and the subsequent eigenvalue problem: 

H I/J =  E I/J  , (2) 

where m is the free electron mass and m (z) the electron effective mass in 
o 

the growth direction, is solved for a typical multilayer system containing 
an undoped InGaAs QW layer grown on a semi-insulating layer (substrate or 
buffer), and cladded with a selectively doped barrier. The electron 
effective mass can change significantly from the InGaAs QW to the AlGaAs or 
AlInAs barrier [7], and this fact is included in eq.(1) by means of a soft 
step-like function, suchas that assumed by Stern et al [8]. The abruptness 
of the effective mass change is increased until no changes in the 
simulation results (wavefunctions and eigenenergies) are observed. 

According to the modulation doping concept, a spatially distributed 
charge density, corresponding to electrons transferred into the well and to 
ionized donors in the barrier, is obtained. As a result, each electron in 
the system "sees" the electrostatic influence of all the others. This 
picture poses a very complicated, many-body problem, which is simplified 
using a one-electron approximation corrected for the exchange-correlation 
interaction. We use the simple analytic parameterization proposed by Hedin 
and Lindqvist as in ref. [8]. 

The resulting potential, V(z), that is introduced in the Schrödinger 
equation, contains three terms: AE (z), V (z), and V (z), corresponding to 

the discontinuities in the conduction-band, the electrostatic (Hartree) 
potential and the correlation term, respectively. The term V, (z) is derived 

from the solution of the Poisson equation: 

H= 
e(z)W (z)  = qp(z) (3) 

where the total charge density, p(z),  includes the ionized impurities 

VI-4 
433 



i)  The substrate is large enough to contain the space charge region 
due to the residual ionized impurities. 

ii) The potential E -E at the top interface is given by the Schottky 
c  f 

barrier. 

The Schrödinger equation is now solved for an initial V(z) function 
using a "finite element" method with a basis of cubic /3-splines [9]. Then 
the Fermi level is obtained iteratively until the charge neutrality 
condition is fulfilled, i.e.: 

r°° Q =  p(z) dz (7) 

Q being the surface charge density at the metal gate which is related to 
s 
the electric field at this point. Once the Fermi level is known, the 
integration of Poisson's equation generates the electrostatic potential 
that is introduced again into the Hamiltonian. For convergence purposes, 
the scheme proposed in ref. [10] is followed. 

«    20 
E 
o 

10 
OT 

to  (100) GaAs 

  (111)A GaAs 

T = 300  K 

j i i 1 1 1   Si\ 

^-1 0 1 

Gate  Voltage  (V) 

40 

I 30- 

O 20 

w 
10 

-l—i—r—i—r- -i—i—i—i—r—i—r- 

(b) 
 (100) InP 

  (111)B InP 

0    12    3 

Gate Voltage (V) 

Fig. 2: Charge in the well versus reverse gate voltage for GaAs (a) 
and InP (b) based devices. 

III. PIEZOELECTRIC EFFECTS 

It is well known that strain in zincblend lattices generates 
polarization fields [11]. We assume that the lattice constant mismatch is 
accommodated by internal biaxial strain in the QW, rather than by the 
generation of misfit dislocations (we are below the critical thickness). 
Common III-V semiconductors have a negative piezoconstant. Thus, the sign 
of the polarization vector in the active layer, if present, depends on the 
sign of the strain (difference of lattice constants between layer and 
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substrate), and on the kind of face (terminated with the anion, B, or 
cation, A) on which the device is grown. 

Polarization in the strained well is given by 

P = V 3      e  e 
14  xy 

(8) 

where e  is the piezoelectric constant in InGaAs. e is the symmetrized 
14 xy J 

off-diagonal component of the strain tensor, and is given by 

(Cn + 2Ci2) 
€   = - 
xy 2C44 

with 

4C44 
Cll +2C12+4C44 [+"*] 

(9) 

(10) 

where a and a  are the lattice constants of the substrate and well, 
1       2 

respectively, and the Cij are the elastic constants. All the constants for 
InGaAs are linearly interpolated from the values for the binary 
constituents. In our calculations, the dielectric constant e = e e* is 

o 

assumed the same for the well and barriers, giving a discontinuity in the 
electric field of P/e. This boundary condition has to be included in the 
self-consistent loop described above. 
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Fig. 3. Gate capacitance versus reverse gate voltage. 

For the structures analyzed in this work, the following practical rule 
is obtained: compressive strain and (lll)A orientation give rise to an 
electric field pushing the electrons towards the substrate. The same is 
verified when tensile strain and (lll)B faces are considered. An electric 
field of opposite direction is obtained when one of the combinations 
compressive/(lll)B or tensile/(lll)A is present. 
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The above rules express also how to achieve the compensation of the 
electrostatic potential which pushes the electrons towards the 
doped-barrier interface. Compressive strains should be convenient to 
fabricate normal HEMT's grown on (lll)A, while inverted devices could be 
obtained on (lll)B orientations. On the other hand, tensile strain (only 
possible with the InP system) should be used in normal (inverted) HEMT's 
grown on (lll)B ((lll)A) substrates. 
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Fig. 4. Normalized intrinsic transconductance as a function of the 
reverse gate voltage. 

IV. RESULTS AND DISCUSSION 

Two structures reflecting the above ideas have been studied in detail. 
Figure la shows the conduction band profile and charge distribution, n(z), 
of a normal Al GaAs/In GaAs/GaAs HEMT. The calculations were performed 

22       12 ^ 

for room temperature operation in a structure composed of a 350Ä AlGaAs 
doped barrier (2.5 x 10  cm ), a spacer layer 20A thick, an InGaAs well 
120Ä thick, and the GaAs buffer/substrate. An acceptor doping level of 1 x 
10  cm  is taken for the spacer, the QW and the GaAs barrier. We have 
assumed a Schottky barrier height of leV at the metal semiconductor 
interface, corresponding to Al on AlGaAs. The profiles for both, the [111]A 
(solid lines) and the [100] (dashed lines) orientations are shown. From 
this comparison, we observe that the piezoelectric field is slightly 
stronger than that corresponding to the quasi-flatband condition. In spite 
of that, the average distribution of electrons is improved as compared to 
the [100] case [5]. In the normal [111]A HEMT, the electrons are closer to 
the center of the well for a wide range of well widths, whereas in the 
[100] structure the wavefunction is peaked much closer to the AlGaAs spacer 
interface. 

The self-consistent calculations for devices on InP substrates give 
the profiles shown in fig. lb. An Al InAs/In GaAs/Al InAs structure has 

48        37        48 
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been studied. The widths of the different layers and the doping levels are 
assumed to be the same as for the GaAs-based structures. The piezoelectric 
constant is lower for the InGaAs QW in the InP-based structure, thus giving 
an exact cancelation of the Hartree potential on it, while its strain is 
similar to that for the GaAs-based device. 

Large channel carrier densities are required in power devices. A 
charge control analysis of the above piezoelectric HEMT's has been 
performed and results have been compared with those grown on conventional 
[100] substrates. Figures 2a and 2b show the sheet electron concentration 
(Ns) at 300 K for structures grown on GaAs and InP, respectively. Solid and 
broken lines denote [111] and [100] orientations, respectively. An enhanced 
carrier density for the [111] case is deduced. In fact, as it has been 
previously reported for the GaAs case, a 50% improvement in charge 
concentration is predicted as compared to [100] structures [5]. 
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Fig. 5. Potential profile 
and charge distribution. 

Fig. 6. Charge in the well vs. 
reverse gate voltage. 

The gate capacitance (Cg) is calculated by differentiating the charge 
in the gate with respect to the gate applied voltage, and results are shown 
in figures 3a and 3b. Near the threshold voltage, donors in the doped 
barrier are fully ionized, being electrons far from the gate, resulting in 
a small Cg. An increase in the gate voltage (Vg) gives rise to confined 
electrons that do not shift noticeably. Thus, Cg remains almost constant. 
Finally, the total capacitance increases rapidly when the gate is forward 
biased, as donor neutralization and parallel conduction become marked. By 
comparing the [111] and the [100] orientations no significant differences 
are found, except that for the [111]-oriented devices Cg is almost constant 
for a wider range of gate voltages. 

We have also estimated the intrinsic transconductance under the short 
channel approximation as 

gmo — Cw Vs (11) 
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where vs is the saturation velocity for the electrons, and Cw is the 
capacitance due to electrons in the channel. This is calculated as a 
function of Vg for both the [100] and the [111] cases (figures 4a and 4b in 
GaAs and InP, respectively). First, the maximum value of Cw is almost the 
same for both structures, but it is slightly larger for the [100]-oriented. 
We assume the same vs for [100] and [111] orientations, thus leading us to 
identify Cw and gmo. A more important point is that gmo takes the highest 
values through a wider range of voltages in the [111] structure than in the 
conventional [100] orientation. 

Finally, self consistent calculations have been performed for inverted 
HEMT's grown on [111]B and on [100] GaAs substrates. Conduction band 
profiles and charge distributions are shown in figure 5. Once again the 
piezoelectric field allows us to have the electrons at the center of the 
QW, while a very symmilar number of carriers is simultaneously obtained, as 
it is shown in figure 6. 

V. CONCLUSIONS 

We have compared normal and inverted HEMT's grown on [100] and [111] 
substrates. Both GaAs and InP-based structures have been considered. The 
effects of the strain-induced piezoelectric field have been evaluated by 
using a unidimensional self-consistent model. Charge control, gate 
capacitance and intrinsic transconductance have been compared for the 
several structures. It is concluded that [111] devices present improved 
characteristics for HEMT's applications. 
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Abstract 

Heterojunction bipolar transistors(HBTs) show 
promise as a high speed and high power den- 
sity device for many circuit applications. How- 
ever, the quasi-static models found in stan- 
dard circuit simulation tools can not treat fast 
transients in HBTs properly. This leads to 
inaccurate simulations at high frequency and 
of strongly non-linear operation. To properly 
account for the charge in transit through the 
device, non-quasi-static(NQS) models must be 
used. 

This work presents a model for the bipolar 
transistor formed from regional modules. Each 
module is a NQS solution to a specific region 
of the transistor and uses material and geome- 
try inputs. These modules are solved for phys- 
ical consistency during non-linear circuit simu- 
lation. The modularization allows appropriate 
approximations for each region to yield analytic 
solutions. 

The input parameters for the model reflect 
the physical structure of the device as much as 
possible to provide intuitive results and verifi- 
ability. This allows direct device optimization 
since all parameters are either uncorrelated or 
their correlations can be derived from process 

'This work was supported in part by ONR contract 
N00014-89-C-0181, NSF contract DMS-9024622, and by 
Texas Instruments. 

parameters. Thus the device can be optimized 
in its circuit environment. 

The model provides for many effects which 
previously required numerical simulation for ac- 
curate results. These include forward and re- 
verse Early, Webster/Rittner, and Kirk/quasi- 
saturation effects. By following the modular 
modeling scheme, these effects are simply the 
result of varying boundary conditions on each of 
the regional solutions. The modular model pro- 
vides much of the physical insight of numerical 
models but with computational requirements on 
the same order as conventional circuit models. 

1    Introduction 

The heterojunction bipolar transistor has 
proven itself in many high-speed applications. 
Circuit design with HBTs requires accurate 
models over the entire useful frequency range of 
the devices. Standard bipolar models include 
the Ebers-Moll coupled diode modelfl], the 
Gummel-Poon integral charge control model[2], 
and their extensions[3, 4]. These models are 
known as quasi-static since the internal device 
solutions are obtained under static conditions. 
Time dependence is then added through charg- 
ing elements such as capacitances. For transis- 
tors where the response is limited by RC time 
constants, either in the embedding circuit or in 
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the transistor itself, the quasi-static models are 
sufficient. If the transistor and circuit have very 
low parasitic capacitances and resistances, then 
the actual propagation of charge through the 
device must be treated. This is known as non- 
quasi-static modeling. NQS modeling is espe- 
cially important when linearity is of issue. In- 
accuracies in signal-mixing products well out of 
the operating frequency range will affect the 
products in-band and may interfere with the 
convergence of the simulator. 

NQS modeling of the quasi-neutral regions in 
the base and emitter of bipolar transistors has 
been performed previously[5, 6, 7, 8, 9]. Their 
effort was concentrated on deriving lumped ap- 
proximations to the full NQS solution. In our 
model, we make no such approximations. 

In an optimized HBT the emitter capacitance, 
emitter minority storage, and base transit time 
are greatly reduced over that for a comparable 
homojunction transistor. Thus the transit time 
through the depleted collector becomes a signifi- 
cant fraction of the total device delay. Choosing 
the collector epi-layer thickness involves consid- 
ering ft, fmax, and collector avalanche break- 
down voltage. If breakdown voltage is not the 
limiting factor, this leads to a tradeoff between 
collector transit delay and collector capacitance. 
Usually, the choice is made so that fmax is ap- 
proximately twice ft for microwave amplifiers. 
This requirement leads to wider collector re- 
gions and thus to transit delays dominated by 
the collector. If breakdown is the limiting el- 
ement, then the collector will need to be even 
thicker leading to a larger dominance by the col- 
lector delay. 

During a voltage transient, the collector 
space-charge-region thickness and thus the col- 
lector "delay" are modulated. An accurate 
large-signal HBT model should include this 
collector modulation. Quasi-static modeling 
including drifting charge into the nonlinear 
collector-base capacitance has been used for in- 
termodulation distortion calculations[12]. How- 
ever, the transient nature of the drifting charge 
and the modulation of the collector depletion re- 

gion requires a NQS analysis. A NQS model for 
space-charge-regions such as the collector has 
been developed[10]. 

Section 2 outlines the modules in the model 
and details the simulation strategy. Section 3 
contains the model for the space-charge re- 
gions including drift charge and boundary fields. 
Section 4 presents the NQS generalization of 
Ramo's theorem for moving boundaries. Sec- 
tion 5 presents the NQS quasi-neutral region 
model. These models allow any combination of 
charge injection and boundary motion. 

The analysis is applied to a typical HBT 
structure in section 6 and DC simulations per- 
formed. 

2    Modular Model 

The bipolar transistor is divided into five nat- 
ural regions. These are the emitter, base, and 
collector quasi-neutral regions which are sepa- 
rated by the emitter and collector space-charge 
regions. At each boundary between any two re- 
gions the potential, electric field, current, and 
carrier concentrations must be continuous ( only 
graded junctions are treated). This is dia- 
grammed in figure 1. A small subset of these 
variables is chosen that completely determines 
the state of the transistor and allows the di- 
rect analytic calculation of all regions. These 
are the four boundary positions between quasi- 
neutral and space-charge regions (Xe, -Xw, X\,2, 
Xc) and the minority densities at both ends of 
the quasi-neutral base (iV&i, N^). 

One-dimensional analysis is used to simplify 
the calculations. This is a very good assumption 
for HBTs due to their low base sheet resistance. 
A sixth module is used to account for the non- 
linear base resistance. This is considered to be 
purely one-dimensional orthogonal to the rest of 
the transistor. It is calculated from the instan- 
taneous quasi-neutral base width and majority 
carrier concentration. 

These six modules form the modular model 
of the bipolar transistor. A quasi-Newton non- 
linear equation solver using GMRES[14] is used 
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to obtain solutions when the model is embedded 
in a circuit which includes sources. The solver 
solves the usual Kirchoff circuit constraints si- 
multaneously with the field and charge density 
continuity conditions. 

Time-variation is handled differently in each 
module depending on its non-linear behavior. 
The space-charge regions (strongly amplitude 
non-linear) are described in the time domain 
while the quasi-neutral regions and the col- 
lector/emitter current generator(modulated de- 
lays) are described in the frequency domain. 
Modern commercial simulators are able to per- 
form both steady state and transient solutions 
with both device descriptions through the use 
of FFTs and dynamic convolution. 

VbB 

Intrinsic Base 
Resistance 

Intrinsic base node 

\VCc 

Intrinsic collector node 

Figure 1: Block Diagram of Modular Model. 

*<*>        3     Space-Charge Region 

The three components of this model are bound- 
ary field computation, Gauss' Law, and poten- 
tial drop. The space-charge regions are assumed 
to equilibriate much faster than any operational 
transient. This allows the model to be consid- 
ered instantaneous in its response to changes 
in its environment, i.e. given the instantaneous 
boundary positions and free charge distribution, 
the electric field and potential are determined. 

The boundary fields are computed assuming 
significant voltage drop across the region. This 
yields boundary fields given by 

kT 

q!<D 
(1) 

where LD is the local Debye length computed 
from the local properties of the quasi-neutral 
semiconductor.    One requirement is that the 
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Figure 2: Exact and Approximate Potentials. 

majority carrier distribution be known in all re- 
gions that may be neutral including those with 
steep doping gradients such as the subcollector- 
collector junction or for the base-collector junc- 
tion at high current densities. Exact solu- 
tions for this case require solving the extremely 
non-linear Poisson-Boltzmannequation[15]. We 
have obtained an approximate solution for the 
case of step doping profiles in high-low junc- 
tions. For the higher carrier concentration 
side(assume electrons and x < Xj), we obtain 
the simple Debye length scaling 

(f> = ^0 — A exp 
fe)- 

(2) 

For the lower carrier side(a; > Xj), the potential 
varies as 

</> = fc + ^ log(coth( (X~*l-*B)  ))•   (3) 

The constants A and B are determined prior 
to simulation from the structure to yield poten- 
tial and electric field continuity. A normalized 
comparison of these expressions with an exact 
numerical calculation is shown in figure 2. Note 
that the approximation slightly underestimates 
the peak electric field. This is necessary to en- 
sure that non-physical results where V • V > p 
do not occur on the boundaries. 

The boundary fields are continued into the 
space-charge region using Gauss' law and sim- 
ilarly for potential using the integral form of 

(4) 

<j>(x)   =   <j>(xb) (5) 

-e(xb)S(xb) j'^dx' 

- r'-TÄ r PV - VW*"**' 

These integrals are computed analytically for 
various doping profiles and assuming a constant 
drift velocity in the collector. 

Thus given the boundary positions and mi- 
nority current waveforms, we compute the volt- 
ages Veb and Vcb and the electric field disconti- 
nuities. The voltage and minority current are 
used to compute the boundary minority densi- 
ties through Fletcher boundary conditions[13] 
together with the scattering limited velocity 
charge density. This yields a collector boundary 
with non-zero minority density in forward active 
operation. The discontinuities in minority den- 
sity and electric field are eliminated during the 
circuit solve to yield a consistent solution. 

4    SCR Current Generator 

The derivation of the NQS collector current gen- 
erator model[10] begins by deriving the current 
induced between two moving conducting plates 
by a moving charge sheet between them. This 
solution is then integrated to provide the solu- 
tion for a continuous charge distribution in a 
collector. 

The collector current generator can be viewed 
as discharging the base charge storage or 
base diffusion capacitance. Thus the major- 
ity charge, which was neutralizing the minority 
transit charge while it was in the base, is dis- 
charged as the minority charge is swept across 
the depletion region. 

We derived the solution for continuous charge 
between the plates by assuming an arbitrary 
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Figure 3: Geometry of current generator prob- 
lem. 

free charge distribution p(x, T) and an arbitrary 
velocity distribution V(x,T). This geometry is 
shown in Figure 3. The current generator for 
any time T is of the form 

•■gen 
1 f*2 

=      /     V(x) p(x) dx 
*2 - «I Jxi 

xtx2 - X-i_X2   [x*    .   .   , .... 

+   {x2-Xly L p{x)dx    (6) 

*2 

{*2 xi}2 JX1 

x p(x) dx. 

The first term is Ramo's theoremfll] and the 
other two terms incorporate the effects of the 
moving boundaries. Note that we get one term 
proportional to the the total free charge in the 
depletion layer and another proportional to the 
first moment of the free charge. Equation 6 is 
the general solution for the moving boundary 
current generator. 

Equation 6 is formulated in the time domain 
and has memory since the instantaneous col- 
lector current depends on the terminal condi- 
tions for a backwards interval in time(as would 
be expected for a NQS model). Quasi-static 
models only depend on the instantaneous ter- 
minal conditions and their first time derivatives. 
In a time-domain simulator, implementation of 
the NQS model would require storage of the 
model state for at least the transit time. In a 
frequency-domain harmonic balance simulator, 

since we are examining periodic behavior, we 
have access to the entire terminal time-domain 
waveforms from the coefficients of the Fourier 

expansion. This will provide the necessary in- 
formation to implement a NQS simulation with- 

out significant changes to the simulator. The 
same could be accomplished in a waveform bal- 
ance simulation in the sampled time-domain. 

It has been shown [10] that motion of the 
space-charge region boundaries generates inter- 
modulation products. In addition, the phase of 
the modulation can have a significant effect on 
fundamental output. 

5     Quasi-Neutral Regions 

The quasi-neutral minority current is modeled 
using drift aided diffusion assuming a constant 
electric field[9, 13]. The solution for two bound- 
aries is 

sinh(()W 
An   A12 

A2\   A22 

where 

ill 
7/sinh(C) 

c + cosh(C) 

A-i.2    =   exp(-?7) 

A21    =   exp(7/) 

-7/sinh(^) 
A22    = C 

+ cosh(C) 

and 

C  =   ^2 + (f)2 

c 

v 

/    DmTm 
V 1 + jWTm 

qSW 

2kT 

(8) 

(9) 

(10) 

(11) 

(12) 

(13) 

(14) 

C is the frequency dependent diffusion length, 
W is the width of the region, m is the excess 
minority density, £ is the electric field (positive 
for aiding field), and J is the resulting current. 
This is easily reduced for the long base case. 
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Figure 4: NQS Class C Base Edge Currents 

Previous NQS models[5, 6, 7, 8, 9] have trun- 
cated these results in various ways. Since this 
module is in the frequency domain, no trun- 
cation is required. Simulation of these equa- 
tions for class C operation yields minority cur- 
rents as shown in figure 4. Note that as minor- 
ity currents cross neutral regions their higher 
frequency components are strongly attenuated. 
Also note the positive diffusion current as carri- 
ers are extracted back through the emitter junc- 
tion. 

The majority current is considered to be 
purely drift and is modeled in the time do- 
main using a lumped non-linear resistor approx- 
imation. The resistance is calculated from the 
boundary positions and from the distribution of 
majority current(from the inverse relation be- 
tween majority and minority currents). Thus 
we obtain the voltages V\,B, VCC, and Vse- 

Dim (A) %A1 N (cm'3) 

Emitter Cap 10000 0 1018 

Emitter 10000 30 10" 
Base 1000 0 1018 

Collector 10000 0 1016 

Subcollector 10000 0 1018 

Figure 5: HBT Structure Parameters 
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Vbe (V) 

Figure 6: Gummel Plot 

of the corresponding collector space-charge re- 
gion boundaries are shown in figures 7 and 8. 

The output characteristics shown in figure 9 
taken around the critical current of 3.2 mA 
clearly show the "quasi-saturation" distortion of 
the knee between forward active and saturation. 
Figure 9 also illustrates a slight Early effect, re- 
verse operation, and predicts a offset voltage of 
.13 volts. 

6    Simulations 

The model has been integrated into a non-linear 
simulator. DC simulations were performed on 
a typical AlGaAs/GaAs HBT structure shown 
in figure 6. A round number of 105 m/s for the 
scattering limited velocity and an emitter stripe 
dimension of 2 x 10 fim2 were used. A model 
evaluation requires < 10 ms and a converged 
DC solution requires « 200 ms on a DecStation 
3100. The Gummel plot shown in figure 6 shows 
the turnover associated with resistive effects and 
the current gain falloff from base pushout. Plots 

Vbe (volts) 

Figure 7: Base edge of collector 
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Expansion of the simulator to yield RF be- 
havior is in progress. This involves implement- 
ing harmonic and waveform balance using the 
same non-linear equation solver. 

Vbe (volts) 
Figure 8: Sub-collector edge of collector 
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Figure 9: Output Characteristics 

=1 7    Conclusions 

A large-signal non-quasi-static model of a bipo- 
lar transistor has been developed. It is for- 
mulated in regional modules to allow moving 
boundaries and to provide clear division of 
charge storage and transit mechanisms. Charge 
transit is simulated in the frequency domain and 
the space-charge regions are simulated in the 
time domain. The modules are easily modified. 
This modeling strategy will allow device engi- 
neers more flexibility than conventional circuit 
based models. 

The model parameters are the device geom- 
etry and material parameters thus providing 
both predictive capabUity and process optimiza- 
tion capability. 

Each module has been tested in isolation. 
The NQS nature of each has been demonstrated. 
NQS modeling is imperative for very fast non- 
linear devices. NQS effects include delay, har- 
monic filtering and generation, and reverse cur- 
rents. 

The modules have been integrated into a 
simulator and DC simulations have been per- 
formed. The DC results illustrate behavior such 
as the Kirk Effect that previously required use 
of numerical simulators. 

The NQS modular bipolar model is an ex- 
ample of an alternative approach to solid state 
device modeling that can include many physical 
effects not contained in standard circuit models 
and can be computationally efficient. The NQS 
nature of the modules should provide more ac- 
curate simulations and ease convergence diffi- 
culties. 
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Abstract 

An theoretical study has been made of electron transport over a wide Al- 

GaAs barrier with graded interfaces between GaAs contact layers doped at 

lxl018cm~3. Drift Diffusion theory has been used giving excellent agreement 

with experimental current - voltage curves over the temperature range 100- 

200K. We also present a fully self Consistent 1-D Monte Carlo simulation in 

which the change in alloy composition in the graded interfaces is accounted 

for by position dependent scattering. We present a method used in the Monte 

Carlo simulation which allowed the modelling of the heavily doped contact 

regions even though the electron density could change by up to 8 orders of 

magnitude in the device. 

1    Introduction 

An experimental investigation of electron transport over wide AlGaAs barriers, which is 

the precursor to an investigation of transport over quantum wells, has been made [1]. In 

order to be able to explain the results of both these systems it was necessary to develop 
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suitable models. The use of A Drift Diffusion model, which is discussed briefly here, was 

in excellent agreement with the experimental results at low bias. However, at high bias, 

the drift diffusion results differed as ballistic effects became more significant. To model the 

transport properties of the device at high fields requires the use of a Monte Carlo Simulate. 

With the Monte Carlo simulation we have to overcome 2 major problems. Firstly, the change 

in Alloy composition means the electron experiences different band structure, consequently 

different scatter rates as it moves through the structure. Secondly, the presence of the 

barrier causes the electron density in the device to change by many orders of magnitude, 

consequently nearly all of the simulated particles reside in the contacts. 
In this paper we will present a Monte Carlo method which incorporates position de- 

pendent scattering to accommodate the change in alloy composition. Also, we introduce a 

method used in the Monte Carlo which allows the simulation of devices where the number 

density can change by many orders of magnitude with no increase in computational time. 

2    Sample Structure 

The samples were prepared by molecular beam epitaxy (MBE) on < 100 > - orientated, 

heavily Si-doped (n+) GaAs substrates. The samples were grown at the Defence Research 

Agency (DRA) Malvern. . 
A 1/xro n+ GaAs layer (lxl018cm-3) was deposited on the substrate. The nominally 

undoped, symmetrical, AlGaAs barrier was then grown in three stages (a) graded layer 

with x increasing from 0 to 0.25 over 500A, (b) central Al0.25Ga0.75As region with a sample 

dependent width between 700-2100Ä, (c) second graded layer with x decreasing from 0.25 

to 0 over 500Ä. Finally, a Ifim n+ GaAs layer (lxl018cm-3) was deposited. 

The materials were processed into mesas using standard photolithograhic techniques. 

The mesas were round, with diameters between 45-375/im. AuGeNi contacts were deposited 

onto both the base and the top of the mesa 

3    Drift Diffusion Model 

The Drift Diffusion model used assumes that transport is collision dominated rather than 

ballistic, that there is no tunneling and that the electrons are always completely thermahsed 

at the temperature of the lattice. These assumptions are valid at low electric fields in the 

steady state. .     . 
Here, a steady-state, one dimensional, self-consistent Drift Diffusion model, which in- 

cludes all aspects of a variable composition structure [2] [3], is solved using a relaxation 

method [4]. The method iteratively improves on an initial guessed solution to the four 

coupled linear differential equations, 
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J(x)--efi(x)n(x)— (2) 

£ = -E (3) 
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where J is the current density, \i is the electron mobility, n(x) is the electron density, if> 

is the Fermi energy, cj> is the electrostatic potential, E is the external electric field, e is the 

dielectric constant and N is the-net doping density, N = ND - NA where ND and NA are 

the donor and acceptor densities. 

4    Monte Carlo Simulation 

Monte Carlo simulation is a method of solving the Boltzmann Equation, without any priori 

assumptions of the form of the electron distributions. It is possible to study non-equilibrium 

effects in sub-micron devices in regimes where the Drift Diffusion model breaks down, for 

example at high fields where transport is increasingly dominated by ballistic effects. The 

Monte Carlo technique is reviewed in Fawcett, Boardman and Swain (1970) [5]. 

In the present Monte Carlo we use a spherical, non-parabolic 3-band approximation. We 

include acoustic phonon, polar optic phonon, ionised impurity, inter valley and alloy scat- 

tering. Material parameters have been taken from [6]. Velocity-field curves for AlxGai_rAs 

obtained from the Monte Carlo were in good agreement with experimental results [7]. 

An outstanding problem in Monte Carlo simulation is the inability to include heavily 

doped contact regions in the simulation of devices where the electron density in some regions 

can be many orders of magnitude less than in the contacts. Traditionally authors have 

avoided this problem by using suitable boundary conditions to mimic the action of the 

contacts [8] [9]. This approximation can, in certain circumstances, be physically incorrect 

[10]. 
Results from the present Drift Diffusion Model (fig. 1) show that at low bias the electron 

density can change by 8 orders of magnitude. This means that the number of simulated 

particles in the low density region will be negligible. This results in extremely poor statistics 

in the Monte Carlo resulting in impracticable amounts of CPU at moderate fields and failure 

at low fields. 
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Fig. 1 Electron density as a function of distance across the structure. Plots are shown for 

applied voltages, from bottom to top at x=1200A of 0,100,200,400mV. The dashed line represents 

the doping profile. 

In order to combat this problem Philips and Price [11] developed a method which was 

used by Fischetti et al [12] and Sangiori et al [13] in the simulation of the MESFET. The 

concept is shown schematically in Fig. 2 The low density region is assigned an enhancement 

factor, v. Every particle that enters the region is replicated v times, the charge on each 

of the' replicated particles being reduced by the same factor v. The main difficulty with 

this technique was that the optimum value of v was only known "a posteriori". Also the 

changes in carrier density through the MESFET were moderate, when compared to those 

in the present structure, requiring an enhancement factor of the order of 10. 

source gate drain 

gate drain 

•• q 
.. q

+ (= Vq) 

Fig. 2 Pictorial description of the multiplication technique (b) described in the text, applied 

to the MESFET structure shown in (a) [14] 
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Type3 

Varible Super Particle Boundaries ■ 

Fig. 3 Schematic Diagram showing position of the points of enhancement for the AlGaAs 

barrier. Type 1 refers to particles with v times the charge of type 2 particles, similarly type 3 refer 

to particle with charge - times the charge of type 2. 

4.1    Self Adjusting Super Particle Region 

In the simulation of the AlGaAs barriers we have seen that the change in electron density 

can be 8 orders of magnitude necessitating enhancement factors of 108. Consequently it was 

necessary to extend the previous method. 

From Fig. 3 we used 4 points where the enhancement occured, called Super Particle 

Boundaries. Thus an overall enhancement of 108 could be achieved with an enhancement 

ratio of 104 at each Super Particle Boundary. With such large enhancement factors the 

placement of these Super Particle Boundaries are critical. If one is set too close to the high 

density region the number of particles created will results in an intractable simulation. 

To combat this problem we first set a limit on the number of simulated particles. If 

this limit is exceeded in the duration of the simulation the Super Particle Boundaries move 

to reduce the total number. The simulation thus finds the optimum configuration for the 

Super Particle regions resulting in an equivalent number electrons in the low and high density 

regions. This final configuration, which cannot be determined a priori, is not only dependent 

on the geometry of the device but on the value chosen for the enhancement factor. 
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4.2    Results of Variable Super Particle Regions 

We now compare standard Monte Carlo with the new Variable Super Particle technique. 

We chose a bias such that the change in number density is not too great for the standard 

Monte Carlo. We have chosen a enhancement factor of 100 for the Variable Super Particle 

Monte Carlo. 

0.0 19.0  -—,— 1 — j f 1 ,       ,ndanl Monte Corto                      | 
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/ -P  18.0 s-~ 
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^ 1 o J   17.0 \                                              / > 1 >> \                                       1 
— -0.4 h                                                                           / 2 "S \                                                    f 

/ Q I   16-0 \                                1 
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j/ t 3 S\                                 K                     1 
H         * A A- ^   A 

-0.6 —^ y               \ U 
1   15.0 

.  1     —L_  I Sl-.J-J J M-»l« C-rÜ                          | 
| v.rt-M« S-tw r-nlrt. M«ite Cri.| 

-0.8 14.0 
0              500                  1200          1700 

Distance (angstroms) 

0              500                  1200          1500 
Distance (angstroms) 

Fig. 4 fig. 5 

Fig. 6 

X      JOM.O   ■ 

500 1200 1700 
Distance (angsroms) 

fig. 7 

We have applied a Bias of 0.6V which effectively reduced the barrier height and thus 

the change in number density from the heavily doped contact to the central barrier region 

is reduced (see Fig. 4). In Fig. 5 we can see the electron density as a function of position 

throughout the device. The standard Monte Carlo and the Variable Super Particle Method 

are in good agreement though the fluctuations on the standard MC are significantly higher. 

The same can be said about Fig.   6 the plot of current density versus time through the 
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device. From Fig. 7 we can see that the number of type3 electron in the central barrier 

region is of the same order of magnitude as the number of typel and type2. The significance 

of this result is shown if we reduce the applied bias thus raising the effective barrier height. 

The standard Monte Carlo then gives a zero current as none of the simulated particles are 

able to surmount the barrier in the time scale of the simulation. However, we have the 

facility to increase the enhancement factor to 1000 effectively allowing changes in electron 

density of 6 orders of magnitude and 10,000 for 8 orders of magnitude. In principal the 

Variable Super Particle Monte Carlo can cope with arbitrary potential profiles which give 

arbitra;    electron density profiles by a suitable choice of the enhancement factor. 

In a homogeneous system when using Monte Carlo the choice of scatter process chosen for 

each carrier is determined by its energy and position in k-space. Once these quantities have 

been determined the selection of scatter process is chosen randomly, the choice weighted 

according to the relative probability of the processes occuring. In a system where the 

alloy concentration changes the relative probabilities of the competing scatter mechanisms 

change with position. Thus in the present Monte Carlo we have included position dependent 

scattering where the individual scatter rates have been calculated for discreet values of the 

Al concentration. As the electron moves through the device we determine the scatter process 

by the position in real space as well as in k-space by the usual Monte Carlo random number 

selection. 

5      Comparison With Experimental Results 

From Figure 8 we see that the drift diffusion model is in good agreement with the experi- 

mental results at low bias. However, at higher bias the assumption of the electron transport 

being collision dominated breaks down as ballistic effects become increasingly important. 

We would like at this point to say that the full details of the Drift Diffusion model and the 

experimental results can be found in Daniels et al [1] 

As we can see in Fig. 9 In order to fit the I-V current at low bias we needed to reduce 

the barrier height This was to compensate for the fact that the Fermi Energy is 43meV at 

density lxlO18 in GaAs by 43mev. This resulted in an over estimation of the current at high 

bias. We can explain this discrepancy by considering the effects of using classical statistics 

in Monte Carlo. 

5.1    Inclusion of Degenerate Satistics 

From Fig. 10 we can see that the difference in energy distribution between the Degener- 

ate and Non-Degenerate contact will.be significant a low bias. The degenerate electrons 

distribution, having a higher mean energy, will effectively see a lower barrier. With the 

exponential dependence of the current on the effective barrier height, we can see that the 
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use of degenerate statistics will give a greater current than with non-degenerate statistics. 

We suggest that the necessity of reducing the barrier height by 40meV to fit at low bias will 

not be necessary if we use the correct statistics. 

-0 6        -0.4        -0.2 0.0 0.2 0.4 
VOLTAGE (V) 

Fig. 8 shows the comparison of the Drift Diffusion model to the experimental results. This was 

for a central Alo.25Gao.75 As region of 1400Ä at temperatures, from top to bottom, of 200K, 180K, 

160K,140K, 120K and IOOK. 
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Fig. 9 Comparison Of I-V curve at 200K for central Alo.25Gao.75As region of 700Ä. 
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Fig. 10 Effect of exclusion principle in electron dynamics, as obtained with MC calculation. 

Figure shows distribution function of energy in GaAs at 77K with an applied electric Field of 

90 V/cm. [15] 

6    Conclusion and Future Work 

We have present a new method which allows the heavily doped contact to be simulated 

in Monte Carlo. We have also allowed for the change in alloy concentration by including 

position dependent scattering. The discrepancy between Monte Carlo and experimental 

results is believed to be caused by incorrect statistics in the doped contact region. In future 

publications this will be corrected. 

We will also be looking at the inclusion of quantum wells in the central region. Exper- 

imental results have been gained on such systems and results are being presented at the 

8th International Conference on Hot Carriers in Semi-conductors. August 1993, Oxford, 

England. We will attempt to model the trapping of thermally excited electrons both on the 

Drift Diffusion and Monte Carlo simulation. We would also like to look at the effects of 

sequential tunneling in the central region where many wells are present. 
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Abstract 

We report a simulation study of RF oscillator noise including 1// noise and in- 
complete activation in diamond and silicon carbide MESFETs oscillating in resonant 
circuits that maximize power at the load. 

1     Introduction 

We have developed a new system to predict RF power and noise performance in MESFET 
oscillators by combining a large-signal circuit simulator, a two-dimensional semiconductor 
device model, a microwave oscillator design procedure, and a general theory of oscillator 

noise. 
The NCSU large-signal MESFET model uses harmonic balance to simulate the interaction 

between a linear circuit including parasitics and an active nonlinear device represented as a 
table of quasi-static capacitances, currents, and delays for relevant biasesfl]. 

The resulting large-signal simulation is used to determine an oscillator circuit using con- 
ventional techniques. A maximum output optimal resonant filter of a simple fixed shunt 

topology is calculated from large-signal RF simulations[2]. 
The complete oscillator circuit is characterized with additional RF large-signal simu- 

lations and the effects of broadband additive noise and 1// gate noise on the osciUator 
amplitude are calculated[5]. The resulting noise spectra for amplitude SA and phase S^ are 

then compared for diamond and SiC. 
This report is presented as a first step toward a practical method for noise simulation 

suitable for computer aided design of microwave oscillator circuits using diamond or SiC 

MESFETs. 
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2     Oscillator Noise Theory 

In this section, the general theory of oscillator noise due to Riddle will be reviewed[5, 6, 7]. 
The resulting relation among input noise, transfer, and tapped output will be used to obtain 
an expression for output noise spectra in terms of input noise sources. 

The general theory is formulated in terms of the dimensionless inverted transfer function 
D. Negative resistance, negative conductance, feedback, and reflection oscillators can all be 
realated to D. D describes the circuit at the large signal operating point. The equation 

n = DA (1) 

relates the circuit noise to the output signal through D. This approach is taken becasue 
it easily handles all oscillator configurations and can account for additve and upconverted 
noise[5]. It describes how the output signal is balanced by the large gain of the circuit and 

the finite input noise power. 
The inverse transfer function D = U + jV is written in terms of its real and imaginary 

parts, which are expanded in a Taylor series, 

cldU      .CA8V      .   dU  ,   ._   dV dU dV . 
D = U0 + 8A-+ jSA- + 6u- + 36»- + 8e- + j8e- (2) 

where jV0 is omitted because the net phase shift around loop vanishes. The quantities 

6 A   =   A-A0 

8u)    =    W — U)0 = um (3) 

6e   —   e — e0, 

are small deviations around the mean operating conditions A0,u}0,e0 for the oscillator. All 
partials are evaluated at the mean operating conditions. In this theory the oscillator poles do 
not lie on the ju axis. Previous theories encountered sigularities because of the assumption 
of jus poles[3]. The finite noise power in the oscillator, n2, leads to a finite loop gain, 1/UQ, 
and a finite output power given by A\ = tf/(Ug) If n were zero then infinite gain would be 
required to give a finite output power — the ju axis poles would produce infinite gain. The 
finite loop gain allows the ju poles to be slightly to the left of the ju axis. An intersting 
implication of the interaction between nonlinearities, loop gain and noise in the oscillator is 

that the oscillator poles become statistical variables. 
Additive input is modeled as 

n = (ni+in,)eiwot. (4) 

The oscillator output is modeled as pure carrier A0 with small perturbations in amplitude 

and phase 
A{t) = A0{1 + m)cos(u0t + ß) (5) 

so that 
^«Ao(l + m + i/3)e^f (6) 
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where m0cosü;m£ is amplitude modulation and ß0cosumt is phase modulation. 
Equations 1 and 2 together with the expressions for n and A can be used to obtain 

in-phase part of n 

A0 

rr *   dU        ■        9V m + JUT 
dU 

1 du} 

and the quadrature part of n 

dV 
Ao 

Ao 
dA 

JUr 

dU 

du 
m + rr ■        dV 

OIJJ 

ß 

ß + 

'xdu' 
de 

ÖV 

de 

(7) 

(8) 

Equation 1 is split into Equations 7 and 8 so that amplitude and phase modulations can 
be obtained directly. Equations 7 and 8 involve stochastic variables for additive noise n = 

"■» + Jnq, modulation rn + jß, and low frequency perturbation Se, as well as deterministic 
coefficients for the means A0,u0,e0, and the partials of U,V with respect to A,iv,e which 
are certain. 

Equations 7 and 8 can be solved for m, the amplitude modulation, and ß, the phase 
modulation, in terms of n;,7iq, and Se. From the resulting expression together with the 
statistics of rii,nq, and Se, the phase amplitude noise spectral densities 

S4fm)   =   ß^ 
SA(fm)     =     -2 

(9) 
m' 

can be obtained for the oscillator at offset fm from the carrier. Here the overline indicates 
expectation including correlations between raj and nq if the additive noise is not white, as 
well as correlations with £e. Even though the theory is general, this paper will address the 
case of noise for which correlations other than n2 and e2 are insignificant. 

Given many assumptions this theory reduces to a simple and familiar model for oscillator 
noise. The device noise changes the device phase through small changes in the device bias 
(this is the dV/de term and the result is phase noise). The nearness of the poles to the jw 
axis then accounts for the high noise gain and the l//2 response in the phase noise. The 
complete theory is required to account for the affects of amplitude saturation and the inter- 
action of device and circuit load lines on the output noise. These load lines were often shown 
graphically in earlier theories[3]. 

For a feedback oscillator D — 1 — KH with amplification K and filter H, but at microwave 
frequencies, it is convenient to characterize the two-port active GaAs MESFET device with 
large-signal S parameters and the passive two-port resonant filter subcircuit including the 
load with S. Then 

D = 1 — 621 '-'21 ~~ <J11'J22 — S11S12S21S22 

—2S11S22 — S11S12S21S22 

— '->ii6i2<J12'-'21'->21'-,22 "I" 20lli5iii?22'J22 

+ 51:l5i2>->21»->22>->22 + '^ll'J22 

+ Oll5ii5i2^21'J22 ~~ S11S11S22S22 (10) 
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Parameter units Diamond SiC 
a fim 0.15 0.2 
Doping 1017cm-3 4.0 1.3 

V,at 106 cm/sec 8.6 8.7 

V- cm2/sec 85 99 

■W activation eV 0.37 0.18 

£T 5.7 10.0 

Table 1: Parameters used in simulation of p-type diamond and n-type SiC MESFETs at 500 

c. 

The device parameters S depend most strongly on bias and amplitude. The resonant filter 
is linear so that the filter parameters S depend only on a;. 

3     Oscillator Noise for Diamond and SiC 

Each device was characterized by tables of currents and capacitances determined by DC and 
low frequency simulations with Pisces-IIB, which treats incomplete carrier activation and 
other thermal effects in the channel and at the metal contacts, as well as detailed device 
geometry[4] as shown in Table 1 for T = 500 C, Lg = 0.5 /zm, Lg3 = Lgd = 1 fim and 
W = 1000 fim. The resulting IV curves are shown in Figures 1 and 2. 

Inspection of the DC IV curves provides biases for for subsequent RF simulations, the 
p-type diamond device was biased at Vg, = 10 V and Vd. = -50 V and and the n-type SiC 

device was biased at Vg, = — 3 V and Vd, = 50 V. 
Harmonic balance was used obtain the MESFET S parameters by simultaneously solving 

the preceding DC device representation with typical values for parasitic elements for 500ft 
load and source. The MESFETs were simulated at 4 GHz with harmonics at 8 GHz and 
12 GHz over a range of input powers. The diamond circuit oscillates at 24 dBm and the 
SiC circuit at 18 dBm. The amplitude of oscillation was adjusted to maximize added power 
produced by each device and the S parameters and their partial derivatives with respect to 
frequency, power, and gate bias were estimated at those maxima. The results are shown in 
Figures 3 and 4. These two devices differ in doping and channel depth. For these material and 
circuit parameters, the diamond device has lower gain, but higher output power, Pout, and 
power added efficiency, PAE. For MESFETs with equal geometry and doping, SiC exhibits 

substantially higher Pout. 
For each device, a resonant filter was designed (as a convenient example) to maximize 

power delivered to the load (rather than to minimize oscillator noise) using a conventional 
technique[2] for the shunt topology of Figure 5. The S parameters and their partial deriva- 
tives with respect to frequency were calculated for the optimal filters. 

The partial derivatives for filter and device were combined to compute the partial deriva- 
tives of Equation 2 using Equation 10. The resulting partials were used to evaluate the 

expressions for noise spectra in Equation 9. 
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Figure 1: DC IV curves for Diamond MESFET for Vgs = 0,2, ...,20. 
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Figure 2: DC IV curves for SiC MESFET for Vg. = -0, -1,..., -10. 
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Figure 3: RF performance of Diamond MESFET. 
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Figure 4: RF performance of SiC MESFET. 
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Figure 5: Topology of resonant circuit. 

The results are plotted in Figures 6 and 7 for additive noise amplitude 1.0 x 10~9 V/VHz 
and modulation noise amplitude proportional to 1// for small offset and equal to 1.0 x 
10-9 V/VTTz above the corner frequency 1.0 X 10+7 Hz. Until data exists to determine the 
statistics of the noise sources for SiC or diamond MESFETs, we use identical values for both 

materials. Simulation results are shown for 4 GHz at 500 C. The noise spectral power curves 
were calculated with the same additive and modulative input noise statistics but near the 
carrier, both Sj, and SA are about 3 dB lower for the diamond device. 

4     Conclusion 

A general procedure for oscillator noise simulation has been presented. The general theory 
was used to implement a noise simulator for MESFET oscillators by integrating a physics- 
based RF simulation of the active device with conventional oscillator design techniques. 

Electrical characteristics of the active devices were simulated with a large-signal MESFET 
model which combines the physics of the FET channel with harmonic balance to predict 
large-signal RF performance. The resonant circuit is determined with conventional oscillator 
design techniques to maximize power at the load in a simple shunt topology. The inverse 
transfer function D is computed at four neighboring operating points to estimate partial 
derivatives of D with respect to frequency, power, and gate bias. These three partials are 
used to predict noise due to upconversion of baseband noise and to crossconversion of inband 

noise. 
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ABSTRACT 

Thermal runaway study of multiple 
emitter AlGaAs/GaAs power HBTs using an 
analytical electro-thermal model is described. 
Thermal runaway causes the fatal destruction 
of the device under the voltage modulation 
mode of operation, and thermally-induced 
current instability of the device under the 
current modulation mode of operation. The 
kinetic relation between the thermal runaway 
and junction temperature rise is studied. The 
HBT power handling capabilities in relation 
to the device thermal resistance and 
ballasting schemes are discussed. 

I. INTRODUCTION 

Because of carrier confinement in the 
base, heterojunction bipolar transistors 
(HBTs) are capable of delivering high power 
at high frequencies. As the material and 
process techniques become mature, 
microwave power performance of 
AlGaAs/GaAs HBTs is being realized. The 
poor GaAs substrate thermal conductivity 
hinders the power performance of HBTs; as 
a result, they are unable to reach their 
ultimate limit as determined by the 
electronic properties of the device materials. 

There are three thermal effects that 
cause AlGaAs/GaAs HBT to cease its 
transistor function. The first is the 
temperature dependency of current gain. 
The current gain  of HBTs  above room 

temperature is known to decrease 
monotonically with temperature. The HBT 
loses its current amplification function as the 
junction temperature reaches a "cut-off 
temperature," at which the current gain is 
unity. Depending on the device structure 
and fabrication, the cut-off temperature is 
varied and is usually larger than 500°K. The 
second thermal effect is second breakdown, 
a well known phenomenon in Si bipolar 
transistors under high power operation. It 
occurs when the device temperature reaches 
a semiconductor intrinsic temperature at 
which the electric properties are dominated 
by the thermally-induced intrinsic carriers. 
As a result, the reverse biased base-collector 
junction loses the rectification function, and 
the collector current exhibits a rapid increase 
while collector-emitter voltage shows a rapid 
decrease. Since the intrinsic temperature of 
AlGaAs/GaAs is high (greater than 600 °K 
in the collector, and much higher in the 
base), the second breakdown may not be a 
thermal problem. The third one is the 
thermal runaway. This thermal effect 
usually occurs at a temperature lower than 
the other two, and it is the primary reason 
for limiting the power performance of the 
devices. 

Thermal runaway originates from the 
fact that the turn-on voltage of base-emitter 
junction has a negative temperature 
coefficient. In this work, we studied the 
thermal runaway phenomenon of multiple 
emitter AlGaAs/GaAs power HBTs using an 
analytical electro-thermal model.  It will be 
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shown that thermal runaway behavior is 
dependent on the bias scheme. For the 
voltage modulation mode, i.e., maintaining a 
constant base-emitter voltage bias while 
increasing the collector-emitter voltage, the 
thermal runaway destroys the device due to 
a large increase in the junction temperature. 
For the current modulation mode, i.e., 
maintaining a constant base current bias 
while increasing the collector-emitter 
voltage, the thermal runaway causes the 
thermally-induced current instability and 
formation of hot spots. This study also 
shows that thermal runaway is triggered 
when the junction temperature rise reaches a 
certain threshold value. This junction 
temperature rise threshold depends on the 
device electrical and thermal parameters 
such as the base current ideality factors, 
magnitude of the negative temperature 
coefficient of the base-emitter turn-on 
voltage, ballast resistance, and the self- 
induced and coupled thermal resistances. 
Finally, the methods to increase the power 
performance of HBTs through various 
thermal designs are summarized. These 
methods include the incorporation of ballast 
resistance (electrically and thermally) and 
reduction of the substrate thermal resistance. 

II. THEORY 

Based on the experimental [1,2] and 
calculated results of HBT base current 
density Jb, including the effect of emitter 
ballast resistance, a simplified analytical 
expression for Jb is given by: 

Jb(J) = JM e 
(1) 

where ß is the current gain, pe is the specific 
emitter resistance in Q-cm2, k is Boltzmann's 
constant, T and T0 are the junction and heat 
sink temperatures, respectively, nb is the 

ideality factor for Jb at heat sink temperature, 
and Jbo is a pre-exponential factor. In this 
expression, the parameters J^, nb and 8 
depend on the current density, structure 
parameters and material constants including 
those describing bulk and surface properties 
such as effective density of states in 
conduction and valence bands, minority 
carrier life time, density of the Shockley- 
Reed-Hall centers, surface recombination 
velocity, etc. All of these are involved in 
the detailed current calculation. For 
simplicity, we neglect the slight temperature 
dependence of nb. 

As the junction temperature increases, 
the charge carriers in the base are less 
confined by the valence band discontinuity 
at the emitter-base junction, and 
consequently, the emitter injection efficiency 
and current gain decrease [3]. The 
temperature dependence of current gain can 
be expressed by: 

PCD - ß0e 
(2) 

where AE is the activation energy, also 
referred to as the "apparent" valence band 
discontinuity [4], and ß0 is a pre- 
exponential factor. The parameters of ß0 

and AE depends on the device structure 
parameters and current density. The typical 
experimental value of AE is in the range of 
0.04 to 0.07 eV [2]. The dissipation heat 
density of the device can be approximated 
by: 

p(T) = ß(IW7)K ce (3) 

where Vce is the collector-emitter voltage. 

A. One Emitter Element Case: 

We first analyze a device with one 
emitter finger (one emitter element with unit 
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area) fabricated on a GaAs substrate. All 
heat is assumed to dissipate through the 
substrate, causing a uniform junction 
temperature rise of AT = r^, where p is the 
dissipation heat density and r^ is the specific 
thermal resistance between the active device 
and the heat sink. 

A.l.  Voltage  Modulation  Mode: 
The dependence of p on Vce for a given V^ 
can be obtained by solving the following 
nonlinear equation: 

C0 =ln(p) +Ml + ßo1eW]y-(4) 

KtP 
VV 

where 

a = —,      b = -3-—,      c = — 
k njcTn ö wo 

C0 = In (ß0Kc/^ **•) 

values correspond to the collector current 
densities of 1, 2 and 3xl04 A/cm2 when the 
junction temperature is the same as that of 
the heat sink. There are four noted features 
in this figure: (i) The junction temperature 
rise goes to infinity as Vce approaches VC(ynax. 
Forcing the device to operate beyond this 
bias will destroy the device, (ii) For a given 
Vbe, as the ballast resistance increases so 
does VC(Mnax. The common practice of 
implementing a ballast resistance to reduce 
the current mode thermal runaway problem 
was thus verified [5]. Assuming ß"xexp[- 
a/(T0+AT)] « 1 in (4), a further analysis 
shows that the device can be made 
unconditionally thermally stable with a value 
of pe larger than or^V^. (iii) For a zero 
ballast resistance, ATmax is a constant 
regardless of the value of V^ (though VC(Mnax 

increases as V^ increases), (iv) For a finite 
ballast resistance, both ATmax and Vcejnax 

increases with V^. This implies that 
operating a device with a nonzero ballast 
resistance at high current and low voltage 
has a larger safety operation range than 
those operating at low current and high 
voltage. Similar conclusions were reached 
in Si power transistors [6]. 

The existence of an upper bound of Vce for 
a real solution of p in (4) can be deduced. 
This upper bound, denoted as VC(ynax 

corresponds to a bias point where the value 
of dAT/dVce goes to infinity, which is the 
onset of thermal runaway condition. The 
junction temperature rise at Vce>max is denoted 
as ATmax, and is an indicator of power 
handling capability. The larger the ATmax is, 
the more power a device can handle before 
the thermal runaway takes place. 

With the parameters of nb = 2, AE = 
0.07 eV, 8 = 1.57 meV/K, and T0 = 300 °K, 
AT as a function of Vce with V^ and the 
ballast resistance as variable parameters is 
shown in Fig.  1.    The three applied V^ 

The maximum value of the real 
solution of p in (4) can be solved by 
analyzing the differential dAT/dVce, and the 
corresponding ATmax can be obtained by 
solving the following equation numerically: 

1 
AT 

- b + 
a 

max (VAr-J2 
+ bey = 0 

(5) 

where y = dJJd(AT) at AT = ATmax and Je = 
( ß+l)Jb is the emitter current density. With 
8 = 1.57 mV/K, ß(T0) = 50 and the applied 
Vte giving a zero-junction-temperature-rise 
collector current density of 2xl04 A/cm2, 
Fig. 2 shows the ATmax as a function of b (= 
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q8/nbkT0) with AE and pe as parameters. 
ATmax is a characteristic quantity associated 
with the onset of thermal runaway and the 
device power handling capability under the 
voltage modulation mode. It can be 
increased by decreasing b (resulting from a 
combination of higher nb, or lowering 8), 
and increasing AE and pe. 

A.2. Current Modulation Mode: 
When the device is under the current 
modulation mode of operation, the 
dependence of p on Vce and the applied 
constant base current Ib, is given by the 
following expression: 

-a 

CQ = ln(p) + bc[U%leT°*rt*]^-(6) 

VV 

Co = In W0VJ,) 

Vce in (6) can be proved to have no upper 
bound for a real solution of p. Therefore, a 
single emitter device is unconditionally 
thermally stable under the current 
modulation operation. This result is valid 
only when the electro-thermal model 
described by equations (l)-(3) is applicable. 
Apparently, the conclusion drawn here is no 
longer supported, if the temperature in the 
device exceeds the semiconductor intrinsic 
temperature, where the transistor action 
ceases. 

B. Two Emitter Element Case: 

In this case, the device is assumed to 
consist of two emitter fingers with each 
having an unit area (two emitter elements). 
The junction temperature is assumed to be 
constant for each emitter element. If pt and 
p2 represent the heat dissipation by the two 

emitter elements, respectively, the 
corresponding temperature rises at the 
junctions are: 

AT
2 = hiPx+Wi 

(7) 

where r, and r22 are the thermal resistance 
due to self-induced temperature rise at 
element 1 and 2, respectively, r^ and r21 are 
the coupled thermal resistances between the 
two elements. In general, ry is the coupled 
thermal resistance characterizing the 
temperature increase at the i-th element due 
to the unit power density applied at the j-th 
element. 

B.l. Voltage Modulation Mode:  It 
can be shown that the thermal runaway of 
the device with two emitter elements 
behaves the same as those discussed in 
section A. 1 for the device with single emitter 
element. Namely, dAT12/dVce -4»asa 
result of thermal runaway. 

B.2.  Current  Modulation  Mode: 
When a device with two emitter elements is 
operated under the current modulation mode, 
the coupled nonlinear equations for pj and p2 

as functions of Vce and the applied base 
current Ib are given by: 

In^) = CQ + -  
VllPl+ri2P2 

-lnr 1 +e b(r27P2 +r2lPl ~ritPl ~ruP2> +bd°1'1 ~J'2h 

ln(p2) = C0' + -  r0+r21p1+r22p2 

_^T^^.e^T\)P\*raP2-r2)PrrriP-i>+bc^c2-Jei)-\ 

Co - In (ß0Kc/>) 

(8) 

Using a symmetric case in which rn = r22 = 
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rs = 2.2X10"4 K-cm2/W, r12 = r21 = rc and pe 

= 0 for discussion, the trajectory of solutions 
on prp2 plan are shown in Fig. 3 for three 
different values of rc. For the case of rc = 0, 
the solution trajectory contains two branches. 
One is the straight line a, and the other is 
the arc c. For the case of rc = l.lxlO"4 K- 
cm2/W, the solution trajectory contains the 
same straight line a and the other quarter- 
circle-like branch b. For the case of rc = rs, 
only the straight line a is contained in the 
solution trajectory. It is not surprising to 
have the symmetric solutions for pt and p2 

for all the different rc cases, since the two 
emitter elements are symmetric. The 
interesting feature is the quarter-circle-like 
branch which also appears as the solutions 
for the case of rc < rs. The physical situation 
of this feature is described as follows. 
When Vce is small, pt and p2 are small and 
equal to each other. As Vce increases, Pi and 
p2 increase and remain equal to each other, 
until reaching a break point P (see Fig. 4), 
beyond which either px continue to increase 
while p2 decreases, or vice versa. This is the 
phenomenon of current instability, in which 
one element conducts most of the total 
current while the other becomes nearly 
inactive. It is one form of thermal runaway. 
It is different from the previous case of 
constant V^ operation, in which both 
elements conduct the same amount of 
current and show thermal runaway 
simultaneously. 

Similar to ATmax in the voltage 
modulation case, the threshold temperature 
rise AT^d at the break point is the 
characteristic quantity associated with the 
thermal runaway of the device under the 
current modulation mode. Again, we use the 
same symmetric device example to illustrate 
the determination of AT^. With a small 
perturbation of the power density away from 
the break point, the threshold power density 
püad for the current instability occurrence can 

be calculated. The corresponding junction 
temperature rise, AT^ = (r^r^p^ can be 
calculated from the following equation: 

1 
.-*'+- 

a 
ATthrd        (T^AT^J 

+b'cy=Q       (9) 

where 

r -r 
b' = *-i-£, 

s    c 
a' = a-?-^ 

rs+rc 

and Y = dJJd(AT,) = dJJd(AT2) at 
AT^AT^AT^, where Jel and Je2 are the 
emitter current densities flowing into 
corresponding emitter elements. It is 
interesting to note that (10) has exactly the 
same form as (5) with the transformation of 
the coefficients a and b into a' and b'. 
Besides rs and rc, the discussion of the 
dependence of ATmax on the parameters b, 
AE, pe, 8 and the operating current density 
in Section A.l is also applicable to AT^,. 
As long as rs and rc are known, the threshold 
junction temperature rise can be obtained 
using the graphical results shown in Fig. 3. 
It can be shown that rc is always smaller 
than rs, and rs remains nearly constant while 
rc decreases rapidly as the separation 
between the two emitter elements increases. 
For the case of two nearly thermally isolated 
elements (e.g., due to a large separation 
between elements), thermal runaway does 
occur in the current modulation mode. As 
the thermal coupling becomes larger, (e.g., 
through reducing the separation between 
elements, and rc approaches rs), AT^j 
becomes larger. When rc = rs, the emitter 
elements are completely thermally coupled, 
and the AT^ is infinity, which is essentially 
the same as the case of a single emitter 
element described in the previous section 
and the results shown in Fig. 3, where the 
solution trajectory for rc = rs case contains 
no quarter-circle-like branch. 
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C. Multi-Emitter Case: 

In this section, only the thermal 
runaway under the current modulation mode 
of operation is discussed. The emitter 
fingers on the conventional HBT chip were 
treated in the calculation as a composition of 
a number of small unit elements. In each 
unit element, the junction temperature is 
assumed to be constant. Assuming that the 
bottom surface is kept at the heatsink 
temperature T0, the power density of the 
emitter is given by (3), and the remaining 
surface are adiabatic, the temperature 
distribution on the surface of the 
semiconductor chip is calculated by solving 
the 3-D heat transfer equation. An iterative 
numerical scheme used to obtain a self- 
consistent solution of the temperature and 
current distributions, and the common- 
emitter mode I-V characteristics in the linear 
region are described in detail in reference 
[7]. 

A schematic drawing of an HBT 
device with an array of 5x3 emitter elements 
is shown in Fig. 4. Each emitter element 
has an area of 2x2 pm2. The separations 
between elements are 6 and 10 pm in the x- 
and y-directions, respectively. With the 
parameters of nb = 3, 8 = 1.57 mV/K, ß(T0) 
= 50, AE = 0.07 eV and pe = 0, the I-V 
characteristics in the linear region are 
calculated and shown in Fig. 5. As a result 
of the thermally-induced current instability, 
a collector current crush phenomenon is 
observed beyond a certain power level. For 
the present case with the parameters used 
and pe = 0, this power level is 110 mW, 
regardless of the base current values. Fig. 5 
also shows the maximum temperature ATJ4Iiax 

at the center emitter element and the average 
temperature ATjave among all the emitter 
elements vs. Vce. It is clearly shown that the 
current crush is coinciding with the rapid 
increase of ATj^ax and the decrease of ATjave. 

We define ATjlhrd as the threshold of the 
junction temperature rise to be equal to 
ATj ave at the onset of current crush. In the 
present case, ATj ^ is 60 K, regardless of 
the base currents. This threshold value is 
fairly close to the graphical results shown in 
Fig. 2 after the correction factor due to the 
temperature-dependent thermal conductivity 
(this correction factor is discussed 
elsewhere). The temperature distributions on 
the device surface plan are displayed in Fig. 
6(a), (b) and (c) for three different operating 
conditions. Vce = 5, 8.5, and 9.5 V 
correspond to the operating points of below, 
at, and beyond the current crush point, 
respectively. Below the current crush, the 
temperature rise at the emitter element is 
rather uniform. At the current crush point, 
the temperature at the center element starts 
to increase more rapidly than the others. 
Beyond the current crush point, a localized 
hot spot is formed at the center element, and 
the temperature at the others decreases. The 
current crush is concurrent with the 
formation of hot spots through which most 
of the current is conducted. 

The triggering of the current 
instability when the junction temperature rise 
reaches a threshold value can be 
qualitatively described as follows. In the 
emitter array case, the coupled thermal 
resistance between the two adjacent emitters 
is assumed small. As the power increases, 
the junction temperature increases almost 
uniformly at all the unit elements, although 
the center one has a slightly higher junction 
temperature due to all the coupled thermal 
resistances from the neighboring ones. The 
current instability occurs when the junction 
temperature rise at two adjacent elements 
reaches the threshold value. Beyond this 
threshold the one with a slightly higher 
junction temperature starts to take over the 
current from the other elements as the power 
dissipation is increased further.   Once this 
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happens,   the   collector  current   starts   to 
collapse. 

Fig. 7 shows the I-V characteristics, 
ATjimax and ATjave vs. V^ for the device with 
the same parameters as in Fig. 6, except now 
pe = 2xl0"6 Q-cm2 instead of 0. The ATjthrd 

are 80, 90 and 100 K, for Ib = 0.2, 0.4 and 
0.6 mA, respectively. The threshold junction 
temperature rise in this case is larger than 
that of the previous pe = 0 case. It is also 
higher when the device is operated at high 
current and low voltage rather than at low 
current and high voltage similar to the 
results obtained in section A.l. As the 
ballast resistance increases, the power 
handling capability increases, but the cut-off 
frequency decreases due to the extra 
charging time of the emitter junction [8]. 
There is a trade-off between power and 
frequency performance when ballast resistors 
are used. 

in. DISCUSSION AND CONCLUSION 

Since ATjthrd « r^^, improvement 
in the power handling capability is most 
directly obtainable through the reduction of 
rtotai- Device fabrication techniques such as 
flip-chip configuration, peeled-film and 
AlGaAs/GaAs HBT built on Si are several 
means to achieve reduced total thermal 
resistance. The power threshold for the 
onset of the thermally-induced current 
instability is almost linearly proportional to 
the thermal conductivity of the substrate. 

Another approach to increase the 
power handling capability of the device 
under current mode operation is to utilize the 
result obtained in the previous section, i.e. 
ATtod is infinity if rs = rc. One of the 
methods for obtaining a strong coupling 
between emitter elements (i.e., rc -» rs) is 
through reduced separation between emitter 

elements. However, this method increases 
the total thermal resistance (since rtotal ~ rs + 
rc), and results in an inferior performance in 
both the dc and if operations [7]. Another 
method to realize a strong coupling is 
through a thick metal air bridge, called 
thermal shunt, connecting all the emitter 
elements. The    junction    temperature 
difference between elements can be 
eliminated by the low thermal resistance 
path through the air bridge. The rtotal can be 
made small through a careful layout design 
of the emitter elements. In addition, the air 
bridge can be posted to large pads which 
provide additional thermal paths to dissipate 
the generated heat during device operation 
which further reduces the total thermal 
resistance. The I-V characteristics of the 
device implemented thermal shunt as well as 
the conventional device with and without the 
ballast resistances are shown in Fig. 8. It is 
seen that the conventional device without 
ballast resistance has a current crush at 
lower power level, while the one with ballast 
resistance has a current hogging at a larger 
power level. The one with thermal shunt 
does not show sign of thermally-induced 
current instability. 
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Fig. 1 The junction temperature rise AT as a 
function of V^, with V^ and pe as the 
variable parameters. pe = 0 (curves al, a2 
and a3), 1 (curves bl, b2 and b3) and 2 xlO" 
6 Q-cm2 (curves cl, c2 and c3), and the three 
different V^'s, which give current densities 
of 1 (curves al, bl and cl), 2 (curves a2, b2 
and c2) and 3 xlO4 (curves a3, b3 and c3) 
A/cm2, respectively, when junction 
temperature is at the heat sink temperature. 
The other parameters used are nb = 2, AE = 
0.07 ev, 8 = 1.57 mv/K, ß(T0) = 50 and T0 

= 300K. 
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ABSTRACT 
A preliminary investigation of quasi-optical frequency conversion arrays is described. Using a diode- 

loaded dipole placed between two parallel conducting plates to simulate an array, we were able to 

demonstrate enhanced conversion efficiency into the second harmonic and obtain spontaneous para- 

metric oscillation for certain array geometries. Sub-harmonic parametric oscillation was achieved 

by strongly driving the nonlinear antenna at a single pump frequency while the cavity length was 
adjusted for resonance at a subharmonic, and a well-defined threshold for this parametric down- 

conversion was observed. 

I. INTRODUCTION 
Quasi-optical power-combining is emerging as an attractive solution to the problem of limited power- 

handling capacity in millimeter-wave devices [1-3]. This paper proposes the application of these 
concepts to the realization of high-power frequency converters and parametric amplifiers. Some 

recent experiments at UCSB suggest that this can be accomplished using an array of coherently- 

pumped planar antennas, each containing a nonlinear parametric device. Impedance matching and 
frequency selectivity is achieved through antenna design and exploitation of the inherent mutual 
coupling between the antennas. 

The preliminary experiments used a simple model consisting of a nonlinear dipole placed between 

parallel conducting plates (a Fabry-Perot cavity). According to image theory, the conducting plates 
simulate the response of the dipole in a large linear array (see figure 1). This not only simplifies the 
experiments, but also provides us with the following interpretation of mutual coupling in antenna 
arrays: the mutual coupling modifies the impedance of an antenna in a manner which reproduces 

the cavity mode structure, thus any antenna array is inherently frequency selective. If the antenna 

contains a nonlinear device which emits radiation at several frequencies, the filtering properties of 
the array are expected to have a profound influence on the output spectrum of the array. 

II. INFLUENCE OF MUTUAL COUPLING ON EMISSION SPECTRA 
First consider the behavior of the linear dipole driving-point impedance in the presence of the 

cavity. The mutual coupling that is introduced by the image elements can either enhance or inhibit 

emission at selected frequencies. For example, if the dipole is situated at the null of the standing 
cavity field, the radiation destructively interferes with image emission and the radiation resistance 
will decrease. Likewise, the radiation resistance is larger if the dipole is situated at the antinode 
of the cavity field, where there is constructive interference with image emission. The cavity length 

and dipole placement can therefore be tuned to selectively enhance emission at a certain frequency. 

This variation in radiation resistance can be quantitatively modelled using the induced EMF method 
from antenna theory [3,6]. It should be noted that the number of image dipoles in the equivalent 
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image array is related to the cavity losses; an approximate relationship has been derived as [3] 

Q N: 
2d/X 

where N is the number of array elements, Q is the cavity Q-factor, and d is the element (cavity) 

spacing. 

The influence of mutual coupling on the spectral emission of a nonlinear array element was explored 

experimentally by embedding a p-n diode (the base-emitter junction of an NE6448 microwave BJT, 

with fT ~ 10 GHz) at the feedpoint of the dipole used in the previous experiments. This particular 

device was chosen for convenience and not because of any desirable properties for this application. 
The experimental setup is shown in figure 2. The antenna was driven by an HP8350 sweeper, 
typically at frequencies between 8 and 9 GHz. The output of the HP8350 was fed through a bandpass 

filter with a bandwidth of 4 GHz centered at 8GHz, and out-of-band rejection of 60dB. The filter 

removes any harmonic distortion in the sweeper output as well as isolating the sweeper from the 

harmonics generated in the antenna. The spectral response of the antenna was observed using 
a waveguide horn and an HP8563 spectrum analyzer, with the horn at the broadside position to 
the image array. A double-stub tuner was used to provide a small-signal impedance match to the 

nonlinear device. 

For a single element in free space the dipole radiates at the pump frequency and harmonics. However, 
the relative power in the second harmonic was observed to change dramatically when the element was 
placed within the cavity [3]. For example, if the cavity is tuned so that its fundamental mode is at 

the second harmonic, the pump frequency is below cut-off and subsequently the power radiated into 
the second harmonic frequency increases and the dipole radiation at the pump frequency decreases. 

The array can also be used to enhance emission at frequencies that are not emitted by the isolated 
element, if the device is pumped strongly. For certain values of the cavity spacing and pump 

power, we observed dipole emission at the sub-harmonic and corresponding mixing products, as 
shown in figure 3a. This is a result of spontaneous parametric down-conversion in our setup, which 

can be explained as follows. When a nonlinear reactance is modulated at a pump frequency wp, 

it can easily be shown [7] that a negative resistance is induced at the pump subharmonic, wp/2. 
This is the basis for degenerate parametric amplification [5]. If the embedding circuit satisfies the 
oscillation conditions at this frequency, spontaneous down-conversion will occur. Interestingly, we 
consistently observed this phenomenon for cavity spacings below cutoff for both the fundamental 

and sub-harmonic frequencies. In some cases we were also able to observe non-degenerate parametric 

oscillation, as shown in figure 3b. In this case one of the lower frequency components can be thought 
of as the "idler" signal in parametric amplifier terminology [5]. At no time did we observe parametric 

oscillation without the cavity present. 

The driven parametric device can be considered as providing gain, with positive feedback supplied 

by the dipole-cavity interaction. If the array elements are spaced to avoid such positive feedback, 

a low-noise negative resistance parametric amplifier or frequency up-converter (with gain) can be 
created. The magnitude of the induced negative resistance is proportional to the pump power, 
suggesting that there should be a threshold for parametric down-conversion. This was verified by 

measurement of the sub-harmonic power versus pump power, shown in figure 4. For pump powers 

below threshold the subharmonic component of the dipole response is indistinguishable from the 
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noise floor. At approximately 35 mW, a sharp increase in sub-harmonic output is observed. As pump 
power continues to increase, the slope of the curve changes due to the change in diode impedance. 

When the pump power is very large, the negative resistance saturates and sub-harmonic power levels 
off. The maximum power could be slightly increased by adjusting the diode bias and double-stub 

tuner for a better impedance match under large-signal conditions. 

III. CONCLUSIONS 
To the extent that mutual coupling can be reproducibly controlled in a practical array, it may be 

possible to realize high power frequency converters and parametric amplifiers using large arrays of 
nonlinear devices, by adjusting the mutual coupling to provide a good impedance match and the 

desired frequency response. Each array element would have its own pump source, with all the pump 

sources operating coherently. This could be achieved in several ways, such as through a traditional 

array feed network, injecting the pump source quasi-optically, or using a coupled-oscillator array as 

shown in figure 5. In the latter case, coupling between the oscillators allows them to synchronize 
through the phenomenon of injection-locking [9]. 

Although the experiments presented in this paper simulated an end-fire array, the results should 
extend to broadside arrays as well. Conceptually, this is equivalent to placing our dipole between 

two magnetic conducting planes, which has a similar mode structure to the electric conducting 

cavity. Either case can be realized in a planar array by controlling the relative phasing of the pump 
sources. In the case of a coupled-oscillator pump array (figure 5), the relative phasing could be 
adjusted using recently developed scanning techniques [10]. 

The observed spontaneous down-conversion could provide a useful technique for frequency division 
or generating sub-harmonic mixing products. However, we consider the observation of parametric 
oscillations to be significant only as an indication that other parametric effects could be exploited 
in arrays. These include negative resistance parametric amplification and parametric up-conversion 

[5], where the regime of parametric oscillations would necessarily be avoided. Such possibilities 
are intriguing—parametric amplifiers have not historically been used as power amplifiers, despite 

low-noise and high efficiency, because all the power in the system would converge on a single small- 
junction diode. Since the junction area of the device must be kept small for impedance matching 

and reduced parasitics, there are fundamental limitations on the power-handling capacity of a single 
device amplifier. By combining a large number of parameric amplifiers in a quasi-optical array, 

we can take advantage of this high efficiency and high output powers while still keeping the power 

requirements of a single device to a reasonable level. Since the signals are coupled to free-space, 
there is very little parasitic loss in the system, which is important for noise reduction. 

Additionally, the degenerate negative-resistance parametric amplifier is known to possess a phase- 

sensitive gain [5]. When the pump signal is fully coherent with the input frequency, the maximum 

gain of the amplifier can be as much as 6 dB greater than for a non-coherent pump source. Therefore 
if the pump phase can be made to track the incoming signal phase, the signal-to-noise ratio can be 
improved by up to 6 dB since non-coherent noise would receive 6 dB less gain. This same principle 
has recently been demonstrated in parametric laser systems [8], and could be achieved by making 

the degenerate parametric amplifier part of a phase-locked loop. 
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Figure 2 - Illustration of the experimental setup for observing the 
nonlinear dipole-cavity response. The HP8350 source plug-in was 
capable of delivering nearly 1 Watt at 8 GHz. The double-stub 
tuner was initially adjusted for a good match at small-signal drive 
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ABSTRACT 

Optoelectronic S-parameter measurements offer the bandwidth needed to characterize today's 
state-of-the-art transistors, but have not yet achieved the throughput or accuracy provided by a vector 
network analyzer with microwave probes. In this paper, we discuss a new approach in which movable 
optoelectronic probes, calibrated by testing simple standard devices, are stepped around the water to 
provide accurate, high-throughput S-parameter measurements. Sub-picosecond laser pulses drive 
photoconductive switches on the probe tips, to generate electrical stimulus pulses and define sampling 
intervals and signals are transferred to and from the wafer under test by coplanar waveguide transmission 
lines and plated contact bumps. The probes provide electrical pulses as short as 3 psec (FWHM), while 
maintaining a broadband 50 ohm termination to ensure stability of the device under test. Since probe 
flexure under contact significantly disturbs alignment of free-space beams, fiber-optic input is used to 
improve reproducibility. Analysis by vector error correction in the frequency domain removes systematic 
errors and separates the incident and reflected pulses without subjective time-window gating. We have 
demonstrated precise measurement of the complex reflection coefficient S11 at frequencies up to 
175 GHz. Noise simulations have been performed to investigate the effect of various system parameters 
on the measurement uncertainty and useful bandwidth for Sparameter tests. 

INTRODUCTION 

Wafer probing at high speed has revolutionized research, development, and production of high- 
speed devices. Broadband, error-corrected S-parameter measurements up to 60 GHz are routinely 
obtained from vector network analyzers connected to microwave wafer probes based on transitions from 
coaxial lines to coplanar waveguide (CPW). However, the extrapolated performance of the best state-of- 
the-art transistors exceeds 300 GHz, presenting a large measurement gap. Waveguide-based probes are 
available to cover V-band (50-75GHz) and W-band (75-110 GHz), but the cost and complexity of multi- 
band waveguide systems are very high. 

Optoelectronic(OE) testing driven by picosecond or femtosecond laser pulses offers a broad- 
bandwidth alternative to conventional, purely electronic S-parameter measurements. Typical OE setups 
use wirebonds or beam leads to connect external photoconductors to the device under test (D.U.T.)[l-4], 
or use integral photoconductors and transmission lines fabricated as part of the test wafer [5]. With the 
former approach, wafers cannot be measured whole, throughput is very limited, and vector error 
correction (accuracy enhancement) is not practical. The latter approach requires additional processing 
steps, may not be compatible with all substrates, consumes space on the test wafer, and relies heavily on 
the uniformity of the photoconductive gaps and calibration standards fabricated on each wafer. 

To overcome these limitations, we have put the OE conversions onto a probe tip which can be 
moved to contact various sites on a wafer, as sketched in Figure la.   Besides the obvious benefit to 
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throughput, this approach can be used on whole or part wafers of any material, and permits vector error 
correction. Recalibration of the system is not needed each time the probe is moved to a new device. Our 
apparatus is similar to that of Scheuermann et al [6], but we have added fiber optic input, frequency 
domain analysis, error correction and independent bias of the D.U.T. and the stimulus gap. We have also 
used CPW-based probe layouts, for compatibility with devices designed for conventional microwave 
probing. 

Error correction, based on the measurement of known standard devices, is critical to accurate 
high-speed vector measurements. Microwave network analyzers depend on it to control the reflections, 
loss, dispersion and delay due to connectors, discontinuities, aging, and simply the non-ideality of 
transmission lines, directional couplers and samplers. Although some of these sources of measurement 
error can be reduced by the simplicity and compact size of an OE test set, they are not eliminated. Also, 
error correction holds an added advantage for OE systems: it can provide directionality for the test set, 
eliminating the need for time gating or directional couplers, as discussed below. 

FABRICATION and MEASUREMENTS 

The probe tips were fabricated from commercial silicon-on-sapphire wafers which were 250 ^m 
thick and had 0.6//m of undoped epitaxial Si. CPW lines were defined in 0.5 piva gold films by 
photolithography, and the Si epi was removed from the open spaces by reactive ion etching. The epilayer 
was left in the photoconductive gaps, which measured 5 by 30 urn, and its carrier lifetimes were reduced 
into the sub-picosecond range by damage from an implant of 2x10*4 si+ ions at an energy of 300 keV. 

The central CPW line comprised a 78 /<m center conductor and 39 pm spaces, and stimulus and 
sampling gaps were placed symmetrically, approximately 1mm from the tip, as shown in Figure lb). Bias 
to the gaps was provided by CPW lines similar to the signal line, and both bias and signal lines were 
terminated in 50 ohm coaxial connectors to minimize back reflections. The three contact bumps were 
lithographically defined, with center-to-center spacing of 150 jim and typical sizes of 70 j4m wide by 
320//m long by 20 pirn thick, comprising 15 pirn of nickel with a 5 pm gold overlayer for corrosion 
protection and low contact resistance. The contact bumps had a height deviation of <3 JAVCI. For some 
measurements, ground-bridging straps were added to the basic probes to suppress the antisymmetric mode 
of the CPW line. The straps were sections of gold-mesh tape, typically 100 /<m wide, attached with 
conductive epoxy. 

For the fiber-input probe, single-mode fibers with cleaved ends were bonded to the top (back) 
surface of the sapphire probe. Since the fibers were not lensed, optical coupling to the photoconductive 
gaps was not optimally efficient, but ample power was available from the mode-locked Ti-sapphire laser 
source, and the gap separation of 80 pm provided reasonably low crosstalk. 

Optical pulses at a wavelength of 760-800 nm were generated by a commercial Ar-pumped, 
mode-locked Ti-sapphire laser. Pulses from this system are typically 100 femtoseconds long, with a 
repetition rate of 82 MHz and an average power of ~1 Watt. For the free-beam-input experiments, the 
optical power was reduced to 25 mW per gap, while the power coupled into each fiber for the fiber-input 
probe was ~10 mW. A programmable translation stage was used to sweep the relative delay of the 
sampling pulses, and the stimulus beam was mechanically chopped to enable lock-in detection, 
eliminating signal due to dark current leakage in the stimulus gap. 

The general methods of photoconductive stimulus/sampling have been discussed by Auston[7]. 
In brief, we applied a 10 Volt dc bias to the stimulus gap and monitored the average current from the 
sampling gap under zero bias. Optical pulses striking the stimulus gap launch electrical pulses along the 
line, which propagate to the D.U.T. and are partly reflected. When the delayed optical pulse strikes the 
sampling gap, current flow is proportional to the voltage present at that point on the signal line at that 
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instant, whether due to the incident or reflected pulse.   The average sampled current is monitored as a 
function of delay time to obtain V(t) curves. 

ANALYSIS & ERROR CORRECTION 

Although time-domain responses can be useful in their own right, many design applications 
require accurate S-parameter data in the frequency domain. In typical optoelectronic measurements [2-4], 
the incident and reflected pulses are separated by time-window gating, then Fourier transformed and 
ratioed to obtain the complex reflection coefficient Si i. A simple propagation factor is used to displace 
the reference plane to the D.U.T. This approach has some limitations. Reflections at wirebonds or probe 
contact points cannot be removed. The time gate window must be much longer than the input pulse, so 
the sampling point must be distant from the D.U.T., which increases the delay, dispersion and loss. 
Reflections from the back end of the test set must be excluded by a separate time gate, limiting the 
maximum sampling time. Frankel et. al. [4] have noted that this limited sampling time can interfere with 
measurements of active devices which have long time constants. 

Vector error correction techniques can deal with all of these errors, and more, while eliminating 
the need for time gating. By measuring an open circuit, short circuit, and load device with accurately 
known properties, one can establish three reference points in the Su plane, to uniquely define the 
conformal transformation associated with the errors and non-idealities of the test set [8,9]. The 
calibration removes all linear errors which are local in frequency and repeatable from run to run, even a 
directivity error of unity (no directional sensitivity at all). This is why time gating is not needed: the 
incident signal has been extracted from the measurement of the standard devices. The overall effect of 
error correction is to place the burden of accuracy on the standard devices, demanding only 
reproducibility from the test equipment. 

The actual procedure we used for calculation of accurate S-parameters from the time-domain data 
was: 

1) Normalize each V(t) trace to the peak of the incident pulse, to eliminate scaling errors due to slow 
drift or fluctuations in laser power or fiber launch efficiency. 

2) Apply the Fourier transform to generate frequency-domain curves. 

3) Divide by the Fourier transform of an assumed Gaussian incident pulse to generate raw 
(uncorrected) S-parameters. This is just a convenience for looking at intermediate results: the final, 
corrected result is entirely insensitive to the assumed pulse shape. 

4) Use raw S-parameters of short circuit, open circuit, and resistive load standard devices to calculate 
the error correction terms. 
5) Apply the error correction terms to the raw S-parameters of the Device Under Test (D.U.T.) to 
obtain the corrected S-parameters. 

The calibration standard devices used for this work, and their definitions, were the same as those 
used for conventional microwave probing: the short circuit and load standards were on a commercial 
calibration tile, while the open standard was the probe suspended in air. The calibration tile is supplied by 
Cascade Microtech for operation up to 40 GHz, but the small size of the standard devices suggests that 
they should be useful to much higher frequencies. 

EXPERIMENTAL RESULTS 

Figure 2 shows the time-domain response of the free-beam-input probe with various terminations. 
The incident pulse, a cross-correlation of the electrical stimulus and sampling intervals, has roughly 
symmetric rise and fall times, with a width (FWHM) of 2.8 ps.   The average stimulus current was 

VIM 
487 



~2.1 piA, implying a pulse voltage of about 450 mV. Figs. 2a-c) show the responses for an open circuit 
(tip suspended in air), short circuit (tip contacting a bar-shaped gold metallization on the wafer under 
test), and a 50 ohm load standard (tip contacting the metallized pads of a thin-film resistor), respectively. 
The latter two terminations are on a calibration tile made for conventional microwave probes by Cascade 
Microtech. As expected, the open circuit shows a large positive reflection, the short circuit shows a large 
negative reflection, and the load device shows a much smaller residual reflection due to impedance and 
mode matching errors at the contact point. In each case, the main reflection signal has an asymmetric 
shape due to the summation of many components from the finite-length contact bumps and D.U.T., and 
small features due to multiple reflections and back reflections are noticeable out to ~120 ps. 

To demonstrate the effectiveness of error correction in OE probing, we have measured the 
reflection from a 12.6-ohm thin-film resistor, and calculated Sn over the frequency range from dc to 
100GHz. Since it is small and simple, the resistor should be nearly ideal, appearing at the point 
-0.60 + jO.O on the Smith chart for all frequencies tested. Figure 3a) shows the Sn of the test resistor 
obtained by the time-gated method outlined above, with the time window for the incident pulse set from - 
32 ps to +4 ps, and the reference plane displacement set at 13.6 ps. The points are scattered loosely about 
the ideal value, with Sn = -0.57+0.24 + j(-0.04±0.18) over the frequency range. The dc value is actually 
the wrong sign, clearly demonstrating the importance of systematic errors. Neither adjustment of the time 
window, nor inclusion of loss or monotonic dispersion in the propagation correction, can improve the 
result. 

Vector error correction, however, makes a substantial improvement, as shown in Fig. 3b). The 
short, open, and load terminations shown in Figs. 2a-c) were used. Specifications of the short and load 
standards were those supplied with the calibration tile, while the open-circuit capacitance, which varies 
slightly with probe geometry, was set to -18 IF by inspection of the calibrated curves. The error-corrected 
Sji data show less than half the scatter observed when using the time-gating method, with 
Sii = -0.60+0.08 +j(0.01+0.11). The remaining discrepancies are due to run-to-run variations which 
cannot be corrected out. 

Fiber-optic input to the probe improves reproducibility, yielding the error-corrected 
measurements     shown     in     Fig.     3c). A     tight    distribution     of    values     is     observed: 
Sn = -0.63+0.04 + j(0.01+0.04) over the 100 GHz frequency range. The dispersion from 0.6 m of fiber 
in the optical path is not a problem, since the FWHM of the incident pulse remains as short as 3.4 ps. 

The importance of mode conversion effects in CPW structures becomes evident when Sn is 
computed for the open stub device, as shown in Figure 4a). The magnitude of Sn for the open stub 
should begin at unity and decrease smoothly as losses increase with frequency, while the phase should 
begin at zero and decrease nearly linearly. Although the measured Sn shows qualitatively correct phase 
winding, the magnitude varies widely, including excursions above unity which imply gain, impossible for 
this passive device. The explanation is that the open stub actually reflects back more power to the 
sampling gap than does the probe open in air, because of mode conversion. When the laser pulse strikes 
the stimulus gap, the wave launched in the CPW line on the probe tip is concentrated on one side of the 
line, in a combination of symmetric and asymmetric modes which resembles a slotline mode. When the 
probe is open in air, both symmetric and asymmetric components are reflected with a positive polarity, 
sending the pulse back along the line on the same side as it arrived, and presenting a rather weak signal to 
the sampling gap on the other side. The open stub, however, has a ring-shaped ground plane which 
connects the two outer contact points of the probe and presents a short circuit to the asymmetric mode. 
This short circuit reflects the asymmetric mode with a negative polarity, causing the combined mode to 
shift to the opposite side of the line from that on which it arrived and presenting a strong signal to the 
sampling gap. Thus the open stub device with the ring ground has a stronger reflection than the open 
standard, yielding the erratic S11 curve shown in Fig. 4a). 
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The best way to avoid this problem is to put the ground-bridging connections on the probe tip 
itself so that the asymmetric mode will be suppressed as the pulse is launched, and the signal at the 
contact points will be predominantly the desired symmetric CPW mode. The resulting probe tip can be 
used successfully with either ring-shaped or separate grounds, as shown in Fig. 4b). The addition of 
ground-bridging straps increases the incident pulsewidth somewhat, to a typical value of 5 psec, but the 
useful bandwidth of the corrected system remains high, as discussed below. 

NOISE EFFECTS 

Noise and irreproducibilities limit the useful frequency range as well as the precision of 
S-parameters measured with the optoelectronic probe. Since the error correction adjusts for the frequency 
rolloff of the stimulus and sampling gaps, accurate measurements can be made well above the the 3-db 
rolloff of the time-domain pulse, up to the point where signal power and noise power are comparable and 
the precision of the measurement becomes unacceptable. This is illustrated in Fig. 5, which shows the 
simulated effect of measurement noise on the precision of the real part of Sii, for an ideal 12.5-ohm 
resistor. The simulations assume that the V(t) curve comprises 512 sample points ranging from -50 to 
150 psec, and that the incident pulse is an ideal Gaussian with FWHM = 4.8 psec (3-db rolloff = 94 GHz). 
Random white noise was superimposed on the ideal V(t) curves for each standard and for the D.U.T. 
measurement. After forty runs with independent noise, the standard deviation of Re(Sn), which we will 
call a, was obtained. As shown in Fig. 5, o rises with increasing frequency, and we define useful 
bandwidth by the arbitrary condition o = 0.05. With the very low noise assumed for Fig. 5a), the useful 
bandwidth is 210 GHz, but the more realistic noise levels assumed for Fig. 5b) yield a useful bandwidth 
of 155 GHz, still well above the 3-db rolloff of the incident pulse. 

Changes in the sampling conditions also affect the useful bandwidth in the presence of noise. 
Fig. 6a) shows the simulated results for exactly the same noise conditions assumed in Fig. 5b), except for 
a time span from -100 to +400 ps. The sampling interval, though doubled, is still 0.98 ps, suggesting that 
the sampling limits would not be observed up to 500 GHz. However, in the presence of noise, the useful 
bandwidth is reduced by 47 GHz This occurs because there are only half as many measurement points 
which fall within the incident and reflected pulse peaks (about five points per peak), while the number of 
measurement points which fall in the noise-dominated background regions is slightly increased. Fig. 6b) 
shows the effect of shorter input pulses, with the original time span and sampling interval of Fig. 5b). 
Uncertainty in Sn is increased at low frequencies, because of the statistical effect noted in 6a), but at 
higher frequencies, a is decreased because there is more signal power present in the shorter pulse. 

The use of two-port (12-term) error correction routines, instead of 1-port routines, also 
exacerbates the effect of noise. Simulation of a two-port device consisting of two separate 12.5 ohm 
resistors (S12 = S21 = 0), under the same operating conditions as for Fig. 5b), shows a low-frequency 
value of a more than twice as large as for the one-port correction. Although systematic errors are 
removed by the error correction routines, uncorrelated noise in the standard measurements tends to add, 
and the two-port calibration involves four times as many standard measurements as the one-port routine. 

Unfortunately, signal levels cannot be raised arbitrarily to improve signal/noise ratio. Since the 
object is to measure active devices in their linear (small-signal) regime, we must keep the peak level of 
the incident pulse at about -10 dbmW (electrical). In addition, not all sources of noise will simply add to 
V(t). Laser amplitude noise, in particular, will multiply both the incident pulse height and the sensitivity 
of the photoconductive sampler and will not necessarily be improved by larger signal levels. Still, the 
overall conclusion drawn from our simulations is that the presence of random noise at realistic levels does 
not prohibit measurements of useful precision over broad operating bandwidth. 

Several factors have not been addressed in the present simulations. First, the actual noise is not 
white, but 1/f in character, so noise measurements should ideally be made over a time equal to that of a 
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full calibration and measurement cycle. Second, there may be run-to-run variations above and beyond 
noise, such as variations in the electrical contact resistance to the D.U.T. Finally, active devices may 
generate significant 1/f noise on their own. As these factors are clarified and addressed.we expect to 
achieve a level of precision which will more clearly reveal fine structure of the D.U.T. characteristics. 

Figure 7 shows the measured magnitude of Sn for a 12.5-ohm thin-film resistor, similar to 
Fig. 3c). The only change has been careful adjustments of the Ti-sapphire laser and the measurement 
electronics to minimize noise. The resulting S-parameter data shows a scatter of just +0.02 over a 
frequency range from 0 to 175 GHz. 

SUMMARY 

Moveable optoelectronic wafer probes can provide the bandwidth, throughput and precision 
needed to characterize state-of-the-art devices. Fiber-optic input and CPW-based electrical transmission 
enable reproducible measurements on any wafer suitable for microwave probing, while presenting a 
broadband 50 ohm impedance for stable operation of the device under test. We have constructed such 
probes, based on photoconductive switches for stimulus and sampling, and implemented vector error 
correction routines to ensure accuracy. When driven by a mode-locked Ti-sapphire laser, the probes 
demonstrated calibrated Su measurements with a scatter of ±0.02 over a bandwidth of 175 GHz. 
Ground-bridging straps were shown to be effective in suppressing mode-conversion errors. 

Noise simulations display the complex interaction between noise, sampling interval, and incident 
pulse width in determining the measurement uncertainty and useful bandwidth of the S-parameter system. 

The authors wish to thank A. Borges, K.F. Brown-Goebeler, B. Tell, and J.A. Zembas for 
experimental contributions, and M. Pollack for continuing support. 
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Figure 1. Schematic layout of optoelectronic 
wafer probe setup. The system provides high 
bandwidth, throughput and accuracy. 

Figure 2. Time response of optoelectronic wafer 
probe with free-beam input, contacting different 
terminations, (a) Probe open in air; (b) Probe 
shorted on gold thin-film bar; and (c) Probe on 
50-ohm calibration resistor. 

a) b) c) 

Figure 3. S11 of a thin-film resistor with a dc resistance of 12.6 ohm, from dc to 100 GHz at 2.5 GHz intervals, 
(a) Data from free-beam input probe, analyzed by conventional time-gating method, shows both systematic and 
irreproducible errors, (b) Data from free-beam input probe, analyzed by vector error correction, contains only the 
irreproducible errors, (c) Data from the fiber-input probe, analyzed by vector error correction, shows the best 
accuracy. 
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Figure 4. Magnitude and phase of Sll of 3.2-mm open stub transmission line, (a) Basic fiber probe 
without ground-bridging straps, (b) Fiber probe with gold mesh ground-bridging straps. Calibration 
standards and definitions are the same as for conventional microwave probing. 
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Figure 5. Simulated effects of random noise on S-parameter measurement. Standard deviation of the real 
part of S11 vs. frequency, for a 12.5-ohm resistor.   The number of time samples is 512, the incident 
pulsewidth is 4.8 ps (FWHM), time sample interval is 0.39 ps. (a) Additive and multiplicative noise 
amplitudes are each 0.1% of incident pulse peak, resulting in a useful bandwidth of 210 GHz. (b) Additive 
noise amplitude is 0.5% of incident pulse peak, multiplicative noise amplitude is 1.0%, and the useful 
bandwidth is reduced to 155 GHz. 
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Figure 6  Simulated effects of random noise on S-parameter measurement. Parameters are the same as for 
Fig. 5b), except: a) time sample interval is increased to 0.98 ps; and b) incident pulsewidth is reduced to 
2.4ps(FWHM). 

Figure 7. Measured S11 of a thin-film resistor with a dc resistance of 12.5 ohm, from dc to 175 GHz 
at 5 GHz intervals. Careful attention to noise sources has reduced to scatter in the data, while increasing 
useful bandwidth. 
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Abstract 

A novel HFET structure on InP containing an asymmetric two layer stepped QW channel 
sandwiched between two InAlAs barriers is proposed. A small bandgap InGaAs channel hosts 
the 2DEG-density and provides a low sheet resistance at low drain field. A higher bandgap 
sub channel of (a) InP and (b) InGaAs/InAlAs superlattice is designed to act as high field drift 
layer. This approach allows to obtain high finax/ft-ratios and high output power at high speed. 
First results are given. 

1. Introduction 

InP based HFET devices have many advantages concerning their RF-performance compared 
to GaAs based HFET devices. Very high output power has been achieved with InP-channel 
FETs [1]. For InAlAs/InGaAs/InAlAs-HFET's grown by MBE as well as MOCVD very high cut- 
off frequencies and low noise performance have been demonstrated [2]. Therefore, it seems 
attractive to combine both features in a single structure and here a novel structure with a 
stepped Quantum Well (QW) channel of InGaAs and InP between InAlAs barriers is proposed. 
The idea of tins structure design shall be illustrated considering the field-velocity curves for 
the materials used in the composed channel and barrier materials [3] (Fig. 1). 

The InGaAs is the preferred channel material for the low field range since the electrons gain 
their maximum velocity already at low fields. For the transistor operation this means a low 
sheet resistance, low knee voltage and high f, at low bias. However the velocity decreases 

sharply at high fields below 1»107 cm/s. On the other hand, for the InP and AlInAs material 
the electrons reach their maximum velocity at high electric field. This material is therefore 
preferred to obtain a short transit time even at high drain bias. However the low mobility at 
low fields implies a large knee voltage. Combining both layers in one device represents an 
optimum condition to obtain simultaneously high frn;ix and ft values. 

In such a structure at low drain-source bias the 2-DEG-density introduced by modulation 
doping from the AlInAs supply layer is located in the InGaAs channel. Increasing the drain 
bias the hot electrons transfer into the second part of the channel, which is in this case InP. 
As the conduction band edge of InP is below that of the InAlAs barrier, the electrons are 
expected to be still partially confined to the stepped QW-channel and only at very high field 
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they will spül out. Although to our knowledge the exact intervalley and real space transfer 
mechanisms have not been determined for such a structure. It is expected that the electrons 
transfer from the InGaAs r-center-valley into the InP r-center-valley and partially into the r- 
valley of the AlInAs. From there they might be transferred into the InP or InAlAs upper- 
valleys. To prevent noticable transfer into the InGaAs L-valley this layer is designed as a QW- 
channel as thin as possible. In other words, considering the velocity-field curves of Fig. 1 it is 
desired that the electrons transfer from the InGaAs velocity-field-curve onto the InP velocity- 
field-curve so that a large high-velocity, high-field-envelope-curve results. 
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Fig. 1   Velocity Field Curves of the Materials used [3] 

Usually, in a standard HFET structure on InP an InAlAs/InGaAs superlattice (SL) is inserted 
to smooth out the surface between the InAlAs-buffer layer and the InGaAs channel. In'the 
light of the novel concept presented here this interfacial SL can also be considered and 
designed to be an active channel part. Therefore the alternative structure design uses an 
InGaAs/InAlAs superlattice instead of the InP-sub-channel with a similar effective conduction 
band edge and a effective thickness to that of InP. This phoshorous free structure design is 
very similar to the standard InGaAs-HEMT structure and allows to grow the samples with the 
well established Solid Source MBE technique and to use standard InP-HEMT processing 
technology. 

2. Layer Design and Characterization 

Several specific structures have been investigated for each type of design: (Al) and (A2) for the 
InP and (B) for SL-sub-channel. The InP containing channel structures (Al) and (A2) have 
been grown by MOCVD. For the AlInAs/InGaAs SL structures standard Solid Source MBE 
was used. All layers are grown on semi-insulating [100] substrate. Structure (Al) is lattice- 
matched to InP. The configuration is shown in Fig. 2. First an undoped buffer of 95 nm is 
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grown with a 2 run p-6-doped spike (p = 1-2*1012 cm2), located in the center of the AlInAs 
buffer to compensate the unintentional n-doping in the AlInAs. Then the InP sub-channel 
with a thickness of 40 run is grown followed by the 15 nm thick InGaAs-channel. To separate 
the electrons from their donor atoms a 5 nm thick spacer was introduced. The 30 nm InAlAs- 
supply layer is uniformly doped with a doping concentration of 1.7* 1018 cm-3. Finally this is 
followed by a 5 nm thick highly doped InGaAs cap contact layer. 

It is well known that the mobility in the InGaAs channel part can be further improved by 
increasing the In-content introducing this as a strained layer [7]. To enhance the Schottky 
barrier height an Al-rich InAlAs strained layer may also be used [8]. However these 
pseudomorphic structures have up to now only been realized using MBE techniques. 

Structure (A2) is pseudomorphic on InP. Thus, here it has been attempted to transfer the 
advantage of the strained layers to the MOCVD technique. The structure is shown in Fig. 3. 
The InP sub-channel is unchanged. The InGaAs channel part is subdivided into a 15 nm 
lattice-matched part and a 10 nm strained part with an In-content of 60% at the interface to 
the AlInAs spacer layer. The AlInAs supply layer is pulse doped with a doping concentration 
of 8*1018cmr3. To improve the barrier height for the Schottky contact a strained Al59In41As 
layer of 10 nm was inserted into the AlInAs buffer located as seen from Fig. 3. 
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Fig. 2 
Structure design Al with stepped channel 

Fig. 3 
Structure design A2 with strained channel 
and strained AlInAs part 

The alternative structure design (B) is shown in Fig. 4. A 0.5 nm thick AlInAs buffer was 
grown underneath the InGaAs/AlInAs superlattice. Several SL configurations have been 
grown with different SL spacings resulting in various effective conduction band levels. The 
different superlattices contain 7 periods of 4nm/4nm, 4nm/3nm and 4nm/2nm 
AlInAs/InGaAs well and barrier thicknesses. The InGaAs channel is 15 nm thick in both 
cases. The 15 nm thick AlInAs supply layer is doped to 6*1018cm~3. In the AlInAs supply layer 
a 20 nm thick undoped layer is inserted at the expected gate recess depth to improve the 
Schottky barrier characteristics. A highly doped GalnAs cap layer concludes the sequence. 
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Fig. 4     Structure design with SL configuration. For sample B the thicknesses are 
AlInAs/InGaAs 4/3nm. The period is 7. 

The structures were optimized using the one-dimensional charge control programm CBAND 
[4], which solves Schrödinger and Poisson equation selfconsistently. The calculated band 
diagrams for the two stepped-QW (Al, A2) and the SL (B) structures with a SL period of 
3nm/4nm are shown in Fig. 5, 6 and 7. 
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Fig. 7     Band diagram for the SL configuration 

In Fig. 5 the stepped channel configuration can clearly be seen (shown for the case Vg=0). The 
entire 2DEG-density is confined in the InGaAs channel part from which the hot electrons are 
launched into the InP sub-channel. The band discontinuity between the InP sub-channel and 
the InGaAs well is 250 meV. In comparison to the unstrained case, the strained layer part of 
sample (A2) (Fig. 6) leads to a shift of the subband levels to smaller energies and the interface 
discontinuity to both the InAlAs spacer layer and InP sub-channel is increased as expected. 

In Fig. 7 the band diagram for the InGaAs/SL-HFET is plotted. The lowest energy level of the 
SL represents an effective discontinuity to the conduction band of the InGaAs well of about 
210 meV which is close to that of the InGaAs/InP case. 

The PL spectra (Fig. 8 and Fig. 9) are used to determine the energy gaps of the InGaAs 
channels and additionally the 2DEG-density is extracted. Sample (Al) shows two clear 
transitions and the Fermi edge can be seen, which means that two subbands are occupied as 
expected from the calculation. For sample (A2), the strained QW layer, a small red shift occurs 
and the energy difference between the two transitions becomes smaller. Also both subbands 
are occupied. In both cases the entire 2DEG-density is confined to the InGaAs-QW part. 
Therefore, a strained layer as commonly used in MBE technology can also be introduced in 
MOCVD structures without degradation. 

In Fig. 9 the two PL spectra of sample (B) with different SL thicknesses of 4nm/3nm and 
4nm/2nm InAlAs/InGaAs are compared. The two peaks on the low energy side are transitions 
from the QW, where the first two subbands are occupied. The peaks on the high energy side 
originate from the SL. For the SL with the 4nm/2nm-period the subband level shifts to higher 
energy compared to the 4nm/3nm-period SL and therefore the PL transition should appear at 
higher energy. This shift could be seen in the PL spectrum. Again the 2DEG-densiy is well 
confined to the InGaAs channel part. 
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Fig. 8   PL spectra of sample Al and A2 Fig. 9    PL spectra of sample B 

From the differences between the Fermi levels and the occupied subbands the sheet carrier 
concentrations are determined. For sample (Al) a sheet carrier concentration of 2.2*1012crrr2. 

for (A2) 2,5*1012cnr2 and for (B) 2,3* 1012 cm-2 is extracted. This is in reasonable agreement 
with the theoretical data. 

3. Technology 

All structures are isolated by wet chemical mesa etching. In the case of sample (Al) and (A2) 
the mesa etching was performed selectively using preferential etching of InGaAs, InAlAs and 
the InP sub-channel. First the InGaAs and AlInAs was etched down to the InP sub-channel. 
Next the InP sub-channel was etched selectively and finally the buffer was etched. The 
InGaAs and InP layers have to be undercut slightly to prevent a short circuit between these 
layers and the gate metallization crossing the mesa slope. The present technology allows 4 to 
5 V gate-drain bias. 

Ohmic contacts were patterned by lift-off using a two layer resist process [5]. The GeNiAu 
contacts were E-Beam evaporated and annealed by RTP at 410° C. 

The gates were defined by optical lithography with the same two layer resist process as used 
for the ohmic contacts resulting in gate lengths between 0,5 and 1,2 \im. The gate was 
recessed wet chemically. The gate metallization is TiPtAu. 
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4. DC and RF Results 

The output characeristics for the strained InGaAs/InP stepped channel sample and the 
InGaAs/SL sample are shown in Fig. 10 and Fig. 11. Very similar characteristics have been 
obtained for the MOCVD grown and the MBE grown structures. No kink effect appears and 
the small output conductance indicates a well compensated buffer layer by the p-5-puls. The 
maximum drain current flctaax) is 500 mA/mm to 400 mA/mm. 
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Fig. 11 Output characteristic for the InGaAs/SL HFET 
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The peak transconductances are between 450 raS/mm (sample Al) (Fig. 9) and 400 mS/mm 
(sample B). 

S-parameter measurements were carried out between 50 MHz and 40 GHz. To extract the 
small signal circuit diagram parameters the commercially available NP5 software from ATN 
was used. The main device parameters obtained are listed in Table I. 

For the 0.6 urn gate length stepped QW-HFET a ft of 40 GHz and a f^ of 85 GHz has been 
achieved (Fig. 12) at a drain bias condition of 2.5V which results in a i^^/^x. ratio of 2.1. In 
the case of the InGaAs/SL HFET a ft of 35 GHz and a f^ of 85 GHz are extracted (Fig. 13), 
which results in a f^/ft ratio of 2.4. These data are very comparable since high f^/ft ratios 
are normally achieved at high drain bias. The differences in ft could be associated with 
parasitic elements. 

25 25 

Bias Point 
Vds = 2,5V 
Vgs=0,2V 

Ft=   35 GHz 
Fmax=85GHz 

j_a* 

4      6    8  10 20 40     60 
Frequency (GHz) 

200 
4      6    8  10 20 40    60  80100 

Frequency (GHz) 

-Jo 
200 

Fig. 12   |H21l2, MAG, MSG over Frequency      Fig. 13  1H2112, MAG, MSG over Frequency 
for the stepped channel sample for the InGaAs/SL sample 

Table I 

Sample InGaAs/InP stepped 
Channel 

strained InGaAs/InP 
stepped Channel 

InGaAs/SL 

Gate Lenth Lg = 0.6 urn Lg= 1.2 ^m Lg=0.6n.m 

Idmax (mA/mm) 500 350 460 

gmniax (mS/mm) 400 450 400 

ft   (GHz) 40 20 35 

W (GHz) 85 37 85 

Cgs/Cgd 5,3 8 12 

*max/ft 2,1 1,85 2,4 
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5 Discussion and Conclusion 

A novel concept has been presented to combine and improve high speed and high power gain 
performance of InP based HFETs by introducing a composed channel. In the first part 
(InGaAs) the electrons are confined in the deep channel and are launched into the second 
sub-channel of InP, which features a broad velocity-field characteristic. FETs with this 
stepped channel concept and with 0.6 |im gate length have been realized and tested up to 3V 
drain bias. At the optimum bias point a ft of 40 GHz was obtained with an associated f^ of 
80 to 85 GHz. For a drain bias of 2.5V this results in a favorable l^/ft ratio of 2.1 to 2.5. 
High fmax/ft-Tatios are normally only achieved at high drain bias. A further important 
improvement is expected operating at higher drain bias, however the presented devices are 
still plagued with premature breakdown at the mesa edge. 

To quantitatively assess the predicted advantage of a large high-velocity high-field drift region 
an analysis as suggested in [6] was performed. Here the S-parameters are scanned across the 
entire operating field of Vg and Vd. The analysis of the small signal parameters Cgs, Cgd, gm 

and gds allows to extract the intrinsic length of the drift region which is a figure of merit for 
fmax optimization. The drift region length L^g is given by Eq. 1. 

L^ff = Lg (£W/Cgs)2*{(Cgs/Cgd)-1) Eq. 1 

It can be plotted as a function of the intrinsic channel voltage drop across this region given by 
Eq. 2. 

Vorift = VD " (RS
+

RDMD - EcLg + 0.1 (Vg - Rglu)        Eq. 2 

The deduction of Eq. 1 and 2 and the meaning of the symbols are given in [6] found in these 
proceedings. 

This procedure has been used to compare both structure type (A) and (B). In Fig. 14 the 
development of L^g- with the intrinsic drift voltage (VDrlft) is shown. The common base for the 
comparison is the gate bias condition for optimum ft. One can see, that L^g develops 
essentially linear. In the interpretation of the high-field drift region as space charge layer the 
LDeff-VD-characteristics will depend on the lateral space charge distribution. A linear 
relationship can be explained by a hyperbolic space charge profile with a high electron 
density at the gate end and a small electron density travelling at high overshoot velocity at 
the drain end. If a high velocity is reached at high drain field, the linear LDeff"VDrift 
relationship is maintained. This is the case for the stepped InP channel device up to the 
maximum voltage applied. If the overshoot velocity decreases to the high field saturated 
velocity, the slope should decrease. This tendency is indeed observed for the InGaAs channel 
devices. Shown are two devices: structure (B), which comes very close to the standard InGaAs 
HEMT structure and a standard InGaAs-HEMT with 0.3 |am gate length, which has been 
analysed in [6]. 

In conclusion, it has been possible to demonstrate a novel stepped channel concept for InP- 
based HEMTs. The heterostructure grown by MOCVD included pseudomorphic layers. First 
RF-results with InP-sub-channel indicate indeed an improved high-field drift region. However, 
devices with a InGaAs/InAlAs sub-channel show very similar behavior to standard InGaAs 
HEMTs. Although the technology for this novel InGaAs/InP channel device has essentially 
been established, gate to channel breakdown has still to be improved to demonstrate the full 
potential of this structure. 
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Abstract 

Growth of pseudornorphic MODFET structures on patterned substrate was investigated 

as means of increasing the critical layer thickness of strained layers. Prior to growth, semi- 

insulating GaAs substrates were patterned and etched using chemically assisted ion beam 

etching to define a series of mesas. Double-doped pseudornorphic MODFET layers were 

then grown on the substrates by molecular beam epitaxy. To fabricate MODFETs on the 

resulting non-planar wafer, a new fabrication technique has been developed. 

Introduction 

The epitaxial thickness of a strained layer is limited by the critical layer thickness due to 

the formation of misfit dislocations1. However, it has been previously demonstrated that the 

density of misfit dislocations can be reduced by limiting the growth areas2'3. Localized growth 

areas, defined by patterning the initial substrate, have been previously used to fabricate 

InGaAs/GaAs photodetectors with enhanced quantum efficiency4. 

Thicker strained layers with higher InAs mole fractions are desired in MODFET channels 

for higher sheet densities and higher output currents. In this work, the patterned substrate 

technique was explored for pseudornorphic InGaAs/AlGaAs MODFETs. Each device spans 

a group of mesas that are defined in the initial patterning step. A trench planarization 

technique and a vacuum-passivated gate technique is then used. To assess the quality of the 

device layers after the growth, an open channel current measurements scheme was utilized 

on test structures described in the following section. 
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50 ^m 

I« 50 um 

Figure 1.    Test structure for open channel current study.   Active areas range from 25//m   to 

10,000/xm2. 

Study of Open Channel Currents 

A series of isolated mesa with a range of active areas were first patterned and etched 

in semi-insulating GaAs using Cl2-based chemically assisted ion beam etching (CAIBE) 

(Figure 1). On these samples, a variety of double-doped pseudomorphic MODFET structures 

with In^Gai-aAs channels (Figure 2) were then grown by molecular beam epitaxy (MBE). 

The channel thickness was 120Ä, while the InAs mole fraction ranged from 0.2 to 0.3. Two 

ohmic contacts were deposited on each mesa by evaporation of 100Ä Ni, 300Ä Ge, 600A Au, 

1000Ä Ag, and 1000Ä Au, followed by rapid thermal annealing at 450° C for 15 seconds in 

Ar/H2 ambient. 

DC Measurements were performed on the test structures to investigate the effects of 

channel currents on InAs mole fractions and mesa areas. As illustrated in Figure 3, the 

currents decrease as the InAs mole fraction was increased. Furthermore, on the 30% InAs 

sample, currents also decrease gradually as the mesa area is increased. These observations 

indicate that the density of the misfit dislocations is considerably higher on the 30% indium 

sample, indicating perhaps that the growth conditions are not yet optimal. 

MODFET Fabrication and Results 

For device integration on the relatively mesas (10 /xm by 10/xm), a dielectric planariza- 

tion and vacuum-passivated gate technique have been developed to fabricate pseudomorphic 
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Cap n+ GaAs 400 A 
Barrier undoped AI03Gao 7As 250 A 

APD Si: 6x1012/cm2 

Spacer undoped Al0 3GaQ 7As 30 A 
undoped GaAs 20 A 

Channel undoped lnxGa1.xAs 120 A 

Spacer 
undoped GaAs 20 A 

undoped Al0 3Gao 7As 50 A 

APD Si: 2x1012/cm2 

Barrier 
undoped Alo.3Gao.7As/GaAs 

90A/IOASL 
600 A 

Buffer undoped GaAs                        5000 A 

SI GaAs Substrate 

Figure 2. Layer structure of In^Ga^As MODFETs. InAs mole fractions range from 20% to 30% 
for the open channel current study (no gate present). 

1400 

1000  2000  3000  4000  5000  6000 

Active Area (jam2) 

Figure 3.   Variation of open channel currents as a function of InAs mole fraction and mesa area. 
The test structure shown in Figure 1 was utilized for these measurements. 

MODFETs that span many mesas. The device structure is embedded in a coplanar waveg- 
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uide configuration for on-wafer measurements (Figure 4). In0.2Ga0.sAs MODFETs with 

0.3 /jm gate length and 200/xm gate width were fabricated to demonstrate the patterned 

substrate growth and fabrication techniques. Figure 5 is an SEM of the cross-section of the 

MODFET, showing the planarized trenches on the source and drain sides. Unetched Hall 

mobility and sheet carrier density were 5113cm2/V-sec and 5.87xl012cm~2 at 300 K. The 

current-voltage characteristics are shown in Figure 6. 

A linearly graded, 120Ä-wide, InxGai_xAs MODFET structure ,where x is graded from 

0.16 up to 0.27 and then down to 0.19 (triangular), were also grown and processed. The gate 

length for the linearly graded MODFET is approximately 0.4 /jm. The IV measurements, 

shown in Figure 7, illustrate similar characteristics as the uniform channel MODFET above. 

However, the graded MODFETs showed smaller knee voltages with lower on-resistance. 

This is an indication of better transport properties in the graded channel structure as a 

result of the uniform and symmetric electron distribution in the center of the quantum 

well5. In both MODFET structures, maximum open channel currents of approximately 

750mA/mm and output currents of 360mA/mm at Vgs=0V were measured. For the two 

pseudomorphic MODFET structures fabricated on patterned GaAs substrates, unity current 

gain frequency, ft of 50 GHz and maximum frequency of oscillation, ^^ in excess of 100 GHz, 

with peak extrinsic transconductances of 380 mS/mm were obtained. The gate lengths of 

the MODFETs can be further reduced down to a O.l^m-scale to obtain higher frequency 

response. 

Summary 

In this paper, a new fabrication sequence for pseudomorphic MODFETs on patterned 

GaAs substrates was described. An open channel measurement technique was developed was 

used to gauge the effects of misfit dislocation densities in the strained layer channel. For a 

MODFET consisting of a 120Ä-wide strained layer channel with a 30% InAs mole fraction, 

the currents were still considerably lower, believed to be as a result of higher density of 

misfit dislocations. Therefore, the patterned substrate technique did not appear to reduce 

the density of misfit dislocations on the 30% InAs sample. 
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Figure 4.   SEM of a pseudomorphic MODFET fabricated on the patterned GaAs substrate. The 
vacuum-passivated gate sits on a group of mesas that are isolated by a planarized layer of SiC>2. 

Figure 5.  SEM of a pseudomorphic MODFET cross-section.  The vacuum-passivated T-gate sits 
in the middle with the planarized trenches after the source and drain. 
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Figure 6.   Current-voltage characteristics for a 0.3/xm-long, 200/xm-wide, uniform In0.2Ga0.sAs 
MODFET fabricated on a group of 20 mesas. 

Figure 7. Current-voltage characteristics for a 0.4 //m-long, linearly-graded I^Gai-xAs MODFET, 
where x is graded from 0.16 to 0.27 to 0.19. 
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ABSTRACT 

A new High Electron Mobility Transistor ( HEMT ) using InAlAs/InGaAs grown on 
GaAs has been successfully realized. This device, with an In content close to 30%, presents 
several advantages over conventional pseudomorphic HEMT on GaAs and over lattice 
matched HEMT on InP. To accomodate the mismatch between the active layer and the GaAs 
substrate, a metamorphic buffer has been grown at low temperature. High electron mobility 
with high two dimensional electron gas density ( 25000 cm2/V.s with 3xl012 cm"2 at 77K ) as 
well as high Schottky barrier quality ( Vb=0.68V with rpl.l ) have been obtained. A device 
with a 0.4x150 (am2 gate geometry has shown a transconducjance as high as 700 mS/mm at a 
current density of 230 mA/mm. The measured fj was 45 GHz axv\fmax was 115 GHz. These 
values, showing the great potentiality of this structure, are, to the authors knowledge, the first 
reported for submicrometer gate metamorphic InAlAs/InGaAs/GaAs HEMTs with an Indium 
content of 30%. 

I. INTRODUCTION 

For several years, the work on InGaAs based High Electron Mobility Transistors 
( HEMTs ) has shown the superiority of these structures over GaAs MESFETs and over 
conventional AlGaAs/GaAs HEMTs. Pseudomorphic HEMT on GaAs ( PM-HEMT ) is now 
commercially available, and has shown excellent performance in the field of low noise and 
power amplifiers [1]>[2], while lattice matched HEMT on InP ( LM-HEMT ) has shown world 
record performance in the field of low noise amplifiers in the millimeter wave range [3]>[4]. For 
these devices, the main limitations are the following: 

In PM-HEMT, Indium content is limited to 25-30% to preserve high layer quality. 
Therefore, the conduction band discontinuity AEc is limited to about 0.35 eV and the sheet 
carrier density is limited to about 2.0xl012cm-2 for one quantum well. In addition, the electron 
transport properties (   mobility, peak velocity  ) in strained InGaAs are lower than in 
relaxed InGaAs with the same indium content. In fact, it was shown, using Monte Carlo 
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calculation including strain effects, that the electron transport in the channel of a PM-HEMT is 
similar to the electron transport in a conventional GaAJAs/GaAs HEMT [5]. 

In LM-HEMT, the power performance is limited by the low value of the InGaAs 
bandgap ( 0.75 eV ) which induces impact ionization in the channel for drain voltages higher 
than 1.5V [6]. In addition the built-in potential on IMQ 52A10 48As (Vb ~ 0.55V) is rather low 
and usually the Schottky barrier quality is rather poor on this material [3]. 

To overcome these difficulties, a new structure showing higher electron velocity than 
in PM-HEMTs and larger breakdown voltage than in LM-HEMTs is proposed. The design of 
this new structure is based on the following considerations. 

Let us first consider the bandgap variation of InAlAs and InGaAs ternary alloys as well 
as the conduction band discontinuity AEc at the InAlAs/InGaAs heterojunction interface as a 
function of the Indium content ( figure 1 ). To plot AEc, the In content in InAlAs has been 
chosen to ensure lattice matching and the rule AEc/AEg-0.65 has been used Figure 1 shows 
that the bandgap energy of the InGaAs and InAlAs alloys is decreasing with increasing In 
content, while the conduction band discontinuity AEc shows a maximum for an In content of 
about 30% as the InAlAs bandgap becomes direct. So, it seems interesting to use unstrained 
InGaAs/InAIAs heterojunction with an Indium content close to 30% for HEMT realization [7] 
Such an active layer has the following advantages: 

(i) the high conduction band discontinuity  ( AEc ~ 0.65-0.7 eV ) leads to high sheet 
carrier density and good electron confinement, 
(ii) unstrained material is better to produce high electron velocity [5], 
(Hi) the high bandgap of InAlAs involves better Schottky barrier quality, 
(iv) the high InGaAs bandgap allows higher drain voltage operation and reduces impact 
ionization. 

It should be noted that similar considerations have been given in reference [8] 
Unfortunately, no commercial substrate allows to grow the lattice matched InxGa,   As- 
InyAlLyAs system for x and y close to 0.30. So a relaxed InxGai.xAs buffer , referred to herein 
as metamorphic (MM) buffer [9] grown on the GaAs substrate is needed. This buffer has two 
functions: 

(i) To accomodate the large lattice mismatch ( ~ 2% ) between the active layer and the 
GaAs substrate by the formation of misfit dislocations. 

(u) To trap these misfit dislocations and to prevent their propagation in the active layer 
which is grown on this buffer. 

II MATERIAL GROWTH AND CHARACTERIZATION 

Several InGaAs buffers were grown on GaAs using a RIBER 32P MBE machine 
According to previous works performed in the field of the growth of relaxed-mismatched 

vmr « a gr0Wth temPerature ( 350°C ) was chosen to avoid island mode growth and 
a Will flux ratio of 25 was used. The Indium content measured by photoluminescence at 77K 
and by double crystal X-Ray diffraction was close to 30%. 
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Satisfactory results have been obtained with two different types of buffer. Buffer #1 is a 
1-um linear Indium composition graded layer of InGaAs, with xIn varying from 10 to 30%, 
grown on a thin GaAs buffer (figure 2(a)) while Buffer #2 is more complex: 50 nm of GaAs, 
450 nm of IIIQ 15Gao 85As, a linear composition graded layer of 100 nm to xIn=30% and 450 
nm of Ino 3Gao 7As ( figure 2(b)). 

In these two cases, the dislocation density, estimated by Cross Sectional Transmission 
Electron Microscopy, is less than 107 dislocations/cm2. Nomarski interference observations 
have shown cross-hatching in both buffers, indicating strain relaxation in the structure [11]. 

According to these satisfactory results, the growth of HEMT active layers on 
Metamorphic buffer has been carried out. 

The MM-HEMT active layer was grown on the MM-buffer at higher substrate 
temperature ( 500°C ). It is constituted by 200 nm of InQ 29AI0.71AS, 100 nm of undoped 
InnjGaojAs, 3 nm of Ino 29AI0 7iAs spacer, a 30 nm of undoped Ino 29AI0.71 As electron 
supplying layer and a Ino 3GaQ 7AS cap layer ( figure 3 ). For electron supplying layer, both 
bulk doping ( 20 nm doped at 2xl024 m"3 ) and planar doping ( 8 = 5xl016 m"2 ) were used. 
The influence of the doping technique on the device performance was found to be similar to 
those observed in pseudomorphic HEMTs. Concerning the cap layer, both undoped cap and 
doped cap were used. However, even in the case of the undoped cap layer, fairly good access 
resistances ( 0.6 to 1.0 to fi.mm ) were obtained due to the high sheet carrier density in the 
channel. 

Van der Pauw-Hall patterns were fabricated on as grown layers. Figure 4 shows the 
measured Hall mobility uH as a function of the measured sheet carrier density nH. At room 
temperature , hall mobilities as high as 8500 cm2/V.s have been obtained for sheet carrier 
densities ranging from 5xl0n to 3xl012 cm"2. At 77K, the highest mobility was 41000 
cm2/V.s with a sheet carrier n^-SxlO11 cm"2 for a layer with a 200 Ä spacer. As the spacer 
thickness decreases, the mobility decreases while the sheet carrier density increases. At 
nH=3xl012cm"2, the hall mobility is close to 25000 cm2/V.s. These values compare favourably 
with pseudomorphic layers, confirming the potential superiority of MM-HEMT over PM- 
HEMT. 

Ill DEVICE PROCESSING AND CHARACTERIZATION 

Long gate devices ( Lg = 3 to 10 urn ) have been realized by using conventional 
photolithography and wet chemical etching. Mesa isolation is realized by chemical etching with 
H3P04-based solution. For ohmic contact realization, Au/Ge/Ni metals were evaporated and 
annealed at 420°C for 1 minute. After gate recess etching, Ti/Al metals have been evaporated 
to realize gate contact. I-V, C-V , magneto-resistance and magneto-transconductance 
measurements have been realized on these long gate devices . 

The Ids(Vds,Vgs) characteristics of a 3x140 urn2 device are presented in figure 5. 
Extrinsic transconductance of 390 mS/mm is obtained at Vgs=+0.42V. After series resistance 
correction, this corresponds to an intrinsic transconducatnce of 530 mS/mm and it should be 
emphasized that this value is extremely high for a 3 urn gate length device. Another interesting 
result of the device characterization is the high Schottky barrier quality deposited on undoped 
IriQ 29AI0 71 As. Built-in potential as high as 0.68V has been obtained with an excellent ideality 
factor ( 1.1 ), while the reverse breakdown voltage is larger than -10V ( figure 6 ). These 
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experimental results clearly show that the Schottky barrier realized on metamorphic material is 
better than that usually obtained on InAlAs lattice matched on InP. The capacitance- voltage 
and differential mobility-voltage characteristics, deduced from magneto-transconductance 
measurements, are shown in figure 7. 

The same technology was used to realize submicrometer gate length MM-HEMTs. The 
source-to-drain spacing is nominally 1.5 urn. The 0.4x150 u.m2 Ti/Pt/Au triangular gate was 
evaporated through a recess window defined by e-beam lithography. The measured gate length 
was in the range 0.4-0.45 u.m across the wafer. High quality Schottky contact has been 
achieved ( Vb = 0.64 V with r| = 1.17 ), due to the high bandgap value of Ir^ 29A10 7,As. Due 
to the undoped cap layer, the maximum reverse breakdown voltage is high ( Ig = 5 mA at 
-10 V ) while the access resistance is rather high ( 0.95 Q.mm ). 

DC current voltage characteristics of the 0.4x150 um2 MM-HEMT are shown in 
figure 8. Good pinch-off behaviour can be observed. 400 mA/mm maximum saturation current 
Idsmax is measured at Vgs = +0.4 V. S-parameters measurement was performed in the 1- 
40GHz frequency range using on-wafer probing. The small signal equivalent circuit was 
directly determined from S-parameter according to the method described in [11]. Figure 9 

shows the intrinsic cutoff frequency fc=  °Q    and the intrinsic transconductance as a function 

of the gate voltage at Vds = +2 V. For a current density of 230 mA/mm, a maximum of 
intrinsic cutoff frequency of 65 GHz is obtained with an associated transconductance of 700 
mS/mm ( 420 mS/mm extrinsic ). The average electron velocity <v> can be deduced from the 
intrinsic cutoff frequency according to <v> = 27tLg fc. For the 0.4 |im gate metamorphic 
device, the calculated value is <v>-1.6xl07 cm/s showing the high electron transport 
properties in metamorphic layers confirming thus the good material quality. 
The current gain ( |H21|

2 ), the maximum stable gain ( MSG ), the maximum available gain 
( MAG ) and the unilateral gain ( U ) are plotted versus frequency in figure 10. The 
extrapolation of the current gain to unity using a 6 dB/octave slope yields an/7 of 45 GHz, and 
the extrapolation of the unilateral gain U gives a maximum frequency of oscillations fmax of 
115 GHz. This high value offmax is due to the low value of the gate to drain capacitance Cgd 
( about 53 fF/mm ) resulting from the quasi-planar topology of the device. 

IV CONCLUSION 

Simple theoretical considerations have shown that IIIQ 29A10_71As/Ino 3Gao 7As/GaAs 
HEMTs can be a good candidate for applications in the microwave and millimeter-wave range. 
To accomodate the mismatch between the active layer and the GaAs substrate and to trap the 
dislocations, a metamorphic buffer was grown at low temperature between theactive layer and 
the GaAs substrate. Hall mobility as high as 41000 cm2/V.s has been obtained at 77K. Both 
long and submicrometer gate metamorphic HEMTs have been successfully realized. High 
microwave performance was obtained ( gmmax = 700 mS/mm at Vds = +2V and Ids = 230 
mA/mm, fc = 65 GHz and fmax=US GHz ). These performances are better than those 
obtained in our laboratory for a pseudomorphic HEMT with similar gate geometry. These 
results show the great interest of metamorphic approach for HEMT realization. 
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Figure 2: Cross sectional view of metamorphic buffers #1 (a) and #2 (b). 

VII-4 
516 



< 
E 

- VgS, 0.5V 

0V 

0.5 V 

Figure 5: DC characteristic of a 3 urn gate MM-HEMT. 

> 
•3 

© 

GO 

i—♦ -•—i—•—•- 

Vgs ( 2V /div ) 

*—• o 

Figure 6: Schottky contact characteristic. 

VII-4 
517 



Capacitance( pF mobility( rrr.'V.. 

Gate voltage ( V 

Figure 7: Gate capacitance ( pF ) and differential mobility ( m2/V.s ) at 77K versus gate 
voltage ( V). 

Figure 8: DC characteristic of a 
0.4 urn gate xVIM-HEMT 

v     v 
ds ' 

518 
VII-4 



Fc ( GHz) Gm( m5/mm ) 

Vgs(V) 

Figure 9: Intrinsic cutoff frequency and transconductance versus gate voltage. 
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I. INTRODUCTION 

Although they are acknowledged as the premiere devices for the 
realization of millimeterwave low-noise amplifiers [1], InP-based GalnAs 
channel HEMTs have not until recently demonstrated high performance for 
high power amplifiers in the millimeterwave frequency range. This is due to 
their historically lower gate-to-drain and drain-to-source breakdown voltages 
compared with GaAs-based pseudomorphic HEMTs (PHEMTs) [2]. These 
low breakdown voltages could result in a requirement for lower drain 
voltage operation, and hence lower drain and power-added efficiency. 
However, if the breakdown voltage limitations can be overcome, these 
devices are excellent candidates for high-efficiency millimeterwave power 
amplifier applications due to their high fr and high power gain. 

We have conducted a systematic effort to improve the breakdown 
voltage of these devices without compromising their high frequency 
performance, and have demonstrated millimeterwave circuit results that are 
comparable to or exceed those of the best GaAs-based PHEMTs in the 
critical area of power-added efficiency and output power. This improvement 
was accomplished by a combination of developments in material growth and 
device design and fabrication. 
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II. InP-BASED HEMT MATERIAL AND DEVICE DESIGN 

A materials cross-section of a typical InP-based millimeterwave power 
HEMT appears in Fig. 1. An ideal power HEMT would exhibit a high 
breakdown voltage and saturated channel current (for high power density) 
combined with a high electron mobility and velocity (for high 
millimeterwave power gain). The material profile for these devices is 
designed to simultaneously optimize these sometimes conflicting goals. 

An improved breakdown voltage is accomplished by increasing the Al 
percentage in the Schottky layer beyond the lattice-matched 48% to between 
60 and 70%. The resulting increase in the Schottky barrier height (from = 
0.5 eV to = 0.8 eV) results in a typical increase in BVgds from 4 V to over 7 
V, as shown in Fig. 2 [3]. The growth of pseudomorphic strained AlInAs 
layers for power HEMT applications is detailed in [4]. The breakdown 
voltage is further improved by reducing the thickness of the narrow bandgap 
GalnAs channel layer as far as possible before channel mobility and sheet 
charge density begin to degrade. S -doping is used within the channel to 
supply additional charge and in order to minimize the density of ionized 
donors near the gate and increase the current density at a given breakdown 
voltage [5]. 

InP has recently been employed in the channels of these devices as a 
replacement for GalnAs, in the hope of improving their breakdown voltages 
without compromising their gain at millimeterwave frequencies [6]. 
Although the use of InP alone for the channel may result in a drop in fr 
because of the lower electron velocity — at low drain bias voltages — the 
combination of GalnAs and InP in the channel has been shown to increase 
the breakdown voltage without degrading the rf performance of the device 
[7]. 

The material layers grown for our InP-based millimeterwave power 
HEMTs have sheet charge densities between 3.5xl012 cnr2 and 4.5xl012 

cm"2' and room temperature Hall mobilities between 8500 and 10,000 
cm2/Vsec. The resulting 0.15 urn devices exhibit peak fr's of approximately 
150 GHz, with gm's of 650 mS/mm, and drain-source breakdown voltages 
(measured at 1 mA/mm current) of 6-9 V. This combination of 
characteristics is nearly ideal for millimeterwave power amplifier 
applications. 

The devices are fabricated with a planar process. Source and drain 
ohmic contacts are fabricated with a AuGe/Ni/Au alloy with drain-to-source 
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spacing of 2 [im. Boron ion implantation was used for device isolation. The 
gates have a T-shaped cross-section and a footprint of 0.15 |um. The wafers 
are lapped and polished, and through substrate vias are wet chemically 
etched. 

in. InP-BASED HEMT MILLIMETER WAVE POWER AMPLIFIERS 
— DISCRETE DEVICE AND MMIC RESULTS 

Millimeterwave power amplifiers are being actively developed in V- 
band frequency range for a variety of applications. We have recently 
demonstrated extremely high power-added efficiencies from our InP-based 
GalnAs channel HEMTs at 60 GHz. We have obtained an output power of 
over 155 mW from a single device, with power-added efficiency of 30% and 
linear gain of 8 dB. When power combined in hybrid form, the devices 
produced 288 mW at a power-added efficiency of 20.4%. By using a 
GalnAs/InP composite channel structure we have obtained an output power 
of 174 mW with power-added efficiency of 30%. A summary of our InP- 
based HEMT results at 60 GHz appears in Fig. 3, along with a comparison 
to competing results based on GaAs PHEMT and HBT technologies [8-10]. 
The improved performance of the InP-based HEMT devices is attributed to 
the higher gain that these devices exhibit compared to a comparable GaAs- 
based PHEMT. This significantly improves the power-added efficiency of 
the amplifier, despite the fact that the breakdown voltage may be somewhat 
lower than a GaAs-based PHEMT of comparable gate length. 

We have also developed a family of 44 GHz InP-based HEMT MMIC 
power amplifiers for satellite communications applications. A single-stage 
design, shown in Fig. 4, produces 250 mW of output power at 44 GHz, with 
33% power-added efficiency and 8.5 dB small-signal gain. The HEMT is a 
single 450 Jim x 0.15 Jim device, producing 550 mW/mm of gate periphery. 
The output power and power-added efficiency results of this amplifier is 
shown in Figure 5. By comparison, the best GaAs MESFET MMIC results 
at this frequency produced 15% power-added efficiency and 22.5 dBm 
output power [11]. Also by comparison, a PHEMT power amplifier recently 
demonstrated 32% power-added efficiency and 27 dBm of output power at 
35 GHz [12]. So the performance of these MMICs is comparable to or 
exceeds that of the best GaAs results reported to date. 
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IV. CONCLUSIONS 

InP HEMT power amplifier technology is still relatively immature 
compared with GaAs PHEMT technology. Despite this, the results 
presented here demonstrate the impressive potential of the technology for 
future millimeterwave systems that require high efficiency power 
amplification. Future work on the technology will involve further 
improvements in breakdown voltage, device yield, and reliability. 
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Fig. 2 - Improvement in gate-to-drain-source breakdown 
(BVgds) as a function of Al% in the Schottky layer [3]. 
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Abstract 

In this paper we report about our investigation of the introduction of a highly p- 
doped very thin surface layer in combination with GalnP as the wide bandgap 
material in order to improve the breakdown voltage of GaAs based 
pseudomorphic MODFETs without deteriorating other device performances. In 
order to proof the quality of this approach we compare the device performance of 
the new device with that of a conventional AlGaAs/InGaAs MODFET also 
having a p+-surface layer.The device performances of AlGaAs/InGaAs and 
GalnP/InGaAs devices with 1.8^im gate length are, gmmax=224mS/mm, 
200mS/mm, IDSmax=300mA/mm, 400mA/mm, VBrDG (IG=lmA/mm) = 10V, 
14V, fT=15GHz, 12GHz, fmax=59GHz, 42GHz, respectively. 

I. Introduction 

GaAs based HFETs are key elements in transmitter and receiver components for 
millimeter wave sensor and communication systems. In the past pseudomorphic 
AlGaAs/InGaAs MODFETs have demonstrated their great potential as a 
microwave and millimeter-wave device for high gain and low noise applications. 
To further optimize the transmitter modules, the output power should be 
increased, which necessitates the improvement of the power performance of the 
present MODFET devices. In order to improve the power performance of a 
MODFET both, the current driveability and the breakdown voltage have to be 
increased. The well known approaches to improve the breakdown voltage in 
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conventional AlGaAs/InGaAs MODFETs without deteriorating the high speed 
performance was to use the double-recess approach [1], or to use high bandgap 
insulator AlGaAs layers [2]. 
In this paper we report about the combination of two approaches to further 
improve the breakdown voltage of GaAs based MODFETs using an InGaAs 
channel layer. One approach follows the basic idea, that the breakdown voltage 
of a MODFET device can be improved by putting a thin layer of material with a 
high breakdown field under the gate. According to this idea we use very thin 
highly p-doped surface layers under the gate as first proposed in [3,4]. The 
second approach is to substitute AlGaAs by a different suitable wide bandgap 
material. Considering the bandgap, lattice constant and cross over point from a 
direct to indirect semiconductor, GaxIni_xP seems to be a well suitable material. 
In order to compare the effectiveness of a combined application of both 
approaches on a MODFET, in this paper we compare the device performance of 
a conventional AlGaAs/InGaAs MODFET with that of a GalnP/InGaAs 
MODFET both having a very thin p+-surface layer. 

II. Material growth and device layer structure 

The Alo.25Gao.75As/Ino.15Gao 85 As layer structure was grown by conventional 
molecular beam epitaxy (MBE) in a varian Gen II system on a semi insulating 
(100) GaAs substrate. Silicon is used for n-doping and berillium is used for p- 
doping. Starting from the substrate the layer structure is as follows (see Fig.l): 
lOOnm GaAs buffer, a 10 period superlattice (2nm/2nm) AlAs/GaAs as an 
impurity filter, 500nm GaAs buffer in order to smoothen the growth front, 15nm 
Ino.i5Gao.85As channel layer, 3nm GaAs pre-spacer in order to improve the 
interface quality between the two ternary alloys InGaAs and AlGaAs, a 2nm 
Alo.25Gao.75As spacer, a 15nm thick homogeniously doped Alo.25Gao.75As 
layer doped to ND=5xlOl8cm~3 followed by a 15nm thick homogeniously doped 
AlxGai_xAs layer doped to N£>=5xlOl8cm"3 (x=0 at the cap layer). The layer 
structure is completed with a lOnm thick GaAs p+-layer which is doped to 
NA=5xl0l8cm~3^ yhe grading in the barrier layer was introduced in order to 
enable the fabrication of low resistive ohmic contacts and to suppress the 
heterojunction in the access regions, which contributes to lower source- and 
drain-resistances. The p-doping concentration was used so that the surface layer 
just modifies the surface potential distribution around the gate electrode and not 
to change dramatically the Schottky-B airier height. The basic idea that lies 
behind is to generate a quasi surface depleted field distribution around the gate 
electrode as utilized with the surface depleted cap layer concept in 
InAlAs/InGaAs MODFETs [5]. 
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Fig. 1: Layer structure of the a) Gao.5Ino.5P/Ino. 15Ga0.85As > 
b) Al0.25G«K).75Asfln().15Ga0.85Äs MODFET 

From Shubnikov de Haas (SdH) measurements a 2DEG sheet carrier 
concentration of ns= 1.5xl012cnr2 was determined on comparable test 
structures. 
The Gao.5Ino.5P/Ino.i5Gao.85As MODFET layer structure was grown by low 
pressure metal organic chemical vapour deposition (MOCVD) on a semi- 
insulating (100) GaAs substrate. More details about the growth procedure is 
given in [6]. 
From Shubnikov de Haas (SdH) measurements a 2DEG sheet carrier 
concentration of ns= 1.25xl012cnr2 was determined for this layer structure, 
proofing the high quality of the sample and the fact that a reasonable 2DEG 
concentration can be generated in such a layer structure. 

III. Device Fabrication 

The sequence of the fabrication process is shown in Fig.2 and is as follows : 
The first step in course of the process sequence is the fabrication of the T-gate. 
For the fabrication of the T-gate structure as well as for the ohmic contacts, we 
use multi layer sequences consisting of Az-resists and germanium intermediate 
layers. For the T-gate structure we use a five layer sequence where for this work 
the gate length is defined into the top Az-resist via optical contact lithography. 
The generation of submicron gates using this process is in principle also possible. 
This generated pattern is then transferred into the subsequent layers by exploiting 
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the RIE capability of etching highly material selective Az-resists over germanium 
layers as described in [7]. The total process yields a final gate length of 
LQ=1.8|J.m. In case of the ohmic contact fabrication we use a three layer 
sequence.  

a) 

# 
p+-GaAs 
n-GaAs 
n-GalnP 

InGaAs-Channel 

GaAs-Buffer 

b) 

JL 
p+-GaAs 
n-GaAs 
n-GalnP 

InGaAs-Channel 

GaAs-Buffer 

C) 

n-GaAs 
n-GalnP 

InGaAs-Channel 

GaAs-Buffer 

Fig.2: Process sequence of the p+-surface layer MODFETs 
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The gate metalization is Ti/Pt/Au (15nm/30nm/600nm). One important advantage 
of the p+-layer approach is, that there is no need for a gate recessing, since the 
effective distance between the gate and the center of the 2DEG concentration 
(deff) is adjusted by epitaxy during the growth making device processing more 
comfortable. The next step is device isolation. In order to isolate the gate 
bondpad from the active FET area in order to minimize the parasitic contribution 
of the gate pad capacitance to the total gate-source capacitance and to avoid a 
cross contacting of the p-n junction which would cause a large gate leakage 
current, a double-mesa approach is used as first described in [8]. With this 
approach an air gap is created under the link between the bondpad and the active 
gate. For the etching of GaAs a standard H2S04:H2C>2:H20 etchant and for the 
GalnP layer an HCL:H3P04 etchant is used. 
Subsequent to this, ohmic contact fabrication is done. The inherent disadvantage 
of the p+-approach is that it gives only minor space to take steps to reduce the 
parasitic source and drain resistances. Hence, in order to minimize the total 
access resistance the T-bar of the gate is used to self-align the ohmic contacts. 
Prior the deposition of the Ge/Ni/Au ohmic metalization the entire p+-GaAs layer 
is removed. Doing so allows the deposition of the metal directly on highly n- 
doped GaAs. The undercut of the T-bar with respect to the gate foot print 
represents the gate-source/drain distance and is adjusted to be 0.3fxm. The total 
source-drain distance is LsD=2-4|im. 

IV. Device Performance 

DC-Performance: 
The typical IV-characteristic of both types of MODFETs is shown in Fig.3. The 
maximum positive gate voltage is defined by the onset of gate leakage current 
and is VGStop=°-87V> 1V for the M0DFET with the AlGaAs and GalnP barrier 
layers, respectively. In both cases the devices show good pinch-off and saturation 
behaviour which is advantageous for power gain and output-power operation. 
With values of gd<5mS/mm in both cases the output conductance is extremely 
small and is mainly caused by the large aspect ratio (LG/deff) in these devices. 
The device performances of AlGaAs/InGaAs and GalnP/InGaAs devices with 
1.8|im gate length are, gmmax=224mS/mm, 200mS/mm, IDSmax=315mA/mm, 
400mA/mm and VBrDG (IG=lmA/mm) = 10V, 14V, respectively. Comparing the 
DC-results of the two different devices it becomes obvious, that the 
transconductances are about the same while the saturation current is slightly 
higher in the case of the GalnP device. However, the most distinct difference can 
be observed for the breakdown voltage. The gate-drain breakdown voltage is 
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about 4V higher in the case of the GalnP device supporting the assumption of 
GalnP being an attractive substitute for AlGaAs for GaAs based pseudomorphic 
power MODFETs (compare Fig.4). The most dramatic difference is observed in 
the drain-source burn-out voltage. The maximum values for the AlGaAs devices 
were measured to be around 12 V while for the GalnP devices burn-out voltages 
in excess of 20V were measured, [6]. 

a) b) 
Fig.3: Typical IV-characteristic of a a) Gao.5Ino.5P/ Ino.15Gao.85 As MODFET. 
LGxWG=1.8|xmx30|im. VGStop=10v> b)Ak).25Ga0.75As/In0.15Ga0.85As 

MODFET. LQxWG=1.8|imx35(im. VGStop=°-87V 

a) b) 
Fig.4: Typical gate-drain IV-characteristic of a a)Gao.5lno.5P/ Ino.15Gao.85As 
MODFET, b)Alo.25Gao.75As/Ino.i5Gao.85As MODFET. 
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RF1 Performance* 
Microwave characterization was performed from 0.45-26.5 GHz using an on 
wafer Cascade Microtech probe station and an HP8510 network analyzer. The 
cut-off frequencies W fT were determined by extrapolating the maximum 
available gain (MAG) and the current gain (| h2i 12) with a -20dB decade roll 
off In order to minimize the amount of parasite charge that is modulated and in 
order to reduce the gate resistance, we use in this work the concept of a very thin 
resurface layer with a low resistive Ti/Pt/Au T-gate electrode instead of usuig a 
gate electrode being formed by a thick p+-layer as commonly used for JFET s, 

For devices with a gate geometry of LGxWG=l.^mx80^m (2x40|im) the cut- 
off frequencies were determined to be fT=15GHz, 12GHz and fmax=59GHz 
42GHz for the AlGaAs and GalnP device, respectively. The high ratios of 
f™v/fr >3 can be explained by relatively high ratios of CGS/CGD>10 

and 

gWsH>20 (best values). These unusally high ratios for single-hetercjunction 
MODFETs can be explained by the combination of two effects. First, the large 
gate-length leads to naturally high aspect ratios resulting in excellent small 
output conductance. Second, the layer structure used for the p+-surface layer 
approach is designed to reduce the peak electric field at the drain side edge of the 
gate-electrode, thus allowing the depletion region to extend towards the dram 
with increased drain bias. This results in a decrease of CGD with increased drain 
bias   [5]  For a more detailed device characterization, the S-parameters were 
measured as a function of gate-source and drain-source bias, while the drain- 
source current was measured. From bias dependent measurements we found, that 
fmax started to saturate at around VDS= 3.5V, 1.6V and remained nearly 
unchanged up to 7V for the GalnP device and 5V for the AlGaAs device 
reflecting the higher breakdown voltages of the GalnP device.  Fig.5 and Fig.6 
show the current gain cut-off frequency as a function of the measured dram- 
source saturation current. As can be seen, the GalnP device shows a clear distinct 
maximum of fT=12GHz for a value of IDS=140mA/mm, while ^ AlGaAs 
device shows a broad plateau over IDS with a maximum value of fj^GHz tor 
a value of IDs=100mA/mm. This behaviour reflects the measured DC results, 
where the GalnP device showed the slightly higher saturation current but lower 
transconductance. The wider plateau for the AlGaAs device can be explained 
with the different modulation efficencies of the different devices [9]. The shghtly 
higher 2DEG concentration of the AlGaAs compared to that of the GalnP device 
allows it to operate more efficiently at medium and high current levels. This 
finally yields to the observed higher value of fT and the broader plateau over 
JT-\C 

A comparison of the performance of both devices shows, that the GalnP device 
results in similar high speed performance, but shows a much higher breakdown 
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voltage and thus a better behaviour at high voltage operation as the AlGaAs 
device, which makes the GalnP device an attractive candidate for power 
application up into the millimeter-wave range. 
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Fig.5: Current gain cut-off frequency of the Alo.25Gao.75As/ Ino.i5Gao.85As 
MODFET as a function of VTJS- LGxWG=1.8^mx80|irn. 
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Fig.6:  Current gain cut-off frequency of the Gao.5Ino.5P/ Ino.i5Gao.85As 
MODFET as a function of Vrjs- LGxWG=1.8|imx80nm. 

536 
VII-6 



Conclusion ,   , 
In conclusion we have compared the device performance of standard 
Aln2sGao75As/Inoi5Gao85As and Gao.5Ino.5P/InO.i5Gao.85As MODFETs 
with a p+-surface layer. In order to reduce parasitic gate resistance and charge 
modulation, we used surface depleted p+-layers. From our investigation we found 
that the GalnP devices showed similar high speed performance but better 
breakdown voltages. This distinct advantage over AlGaAs devices makes the 
Gao.5Ino.5P/Ino.i5Gao.85As MODFETs an attractive candidate for power 
application. 

Acknowledgment: We would like to thank Joachim Hugo for his expert work in 
Shubnikov de Haas measurements and Holger Koser for Hall measurements. 

References 

[1]      L.F.Lester, P.M.Smith, P.Ho, P.C.Chao, R.C.Tiberio, K.H.Duh, 
E D Wolf, "0.15 |xm gate-length double recess pseudomorphic HEMT 
with fmax' of 350GHz", IEEE IEDM Tech.Dig., pp. 172-175, 1988 

[21      H Hida A.Okllamato, H.Toyoshima, K.Ohata, "A high current dnveabihty 
i-AlGaAs/n-GaAs doped channel MIS-like FET (DMT)", IEEE Electron 
Device Letters, vol.EDL-7, No.ll, pp.625-627,1986 

[3]      J.M.Shannon," Control of Schottky Barrier Heigth Using Highly Doped 
Surface Layers", Solid-State Electronics, vol.19, pp.537-543,1976 

[4]      K.L.Priddy, D.R.Kitchen, J.A.Grzyb, C.W.Litton, T.S. Henderson, 
C.K.Peng, W.F.Kopp, H.Morko^c, "Design of enhanced Schottky-bamer 
AlGaAs/GaAsMODFET's using highly doped p+ surface layers", IEEE 
Trans. onElectr. Devices, vol.ED-34, No.2, pp.175-179,1987 

[5] J. Dickmann, H.Dämbkes, H.Nickel, R. Lösch, J. Böttcher, H. Künzel, 
Influence of Surface Layers on the RF-Performance of AlInAs-GalnAs 
FET's", IEEE Microwave and Guided Wave Letters, vol.2, No.ll, pp.472- 
74,1992 

[6]      J. Dickmann, M. Berg, A. Geyer, H. Daembkes, F. Scholz, M. Moser, 
High Speed Gao 5lno 5P/Ino 15Gao.85As Pseudomorphic p+- Schottky- 
Enhanced Barrier Heterojunction-Fieldeffect Transistors (HFETs)", to be 
published in Tech. Dig. GaAs & Rel. Compounds, Freiburg, Germany, 
August 1993 

VII-6 
537 



[7]      J.Dickmann, A.Geyer, H.Daembkes, H.Nickel, R.Lösch, W.Schlapp, 
Fabrication of Low Resistance Submicron Gates in Pseudomorphic 
MODFETs Using Optical Contactlithography", J.Electrochem.Soc, 
vol.138, No.2, pp.491-493,1991 

[8]      D. Wake, A.W. Livingstone, D.A. Andrews, GJ. Davis," A self-aligned 
Ino.53Gao.47As Junction Field Effect Transistor Grown by Molecular 
Beam Epitaxy", IEEE Electron Device Letters, vol. ED-15, No.7, pp.285- 
287, 1984 

[9] M.C. Foisy, P.J. Tasker, B. Hughes, L.F. Eastman, "The role of Inefficient 
Charge Modulation in Limiting the Current Gain Cut Off Frequency of the 
MODFET", IEEE Trans. Electron Devices, vol. ED-35, No.7, pp.871-877, 
1988 

VII-6 
538 



ENCAPSULATED GaAs POWER MESFET 

N. X. Nguyen, J. P. Ibbetson, J. C. Yen, M. H. Hashemi*, U. K. Mishra 

Department of Electrical and Computer Engineering, University of California 
Santa Barbara, CA 93106 

*Motorola Incorporate, Phoenix Corporate Research Laboratories 
Tempe, Arizona 85284 

ABSTRACT 

Utilizing a combination of Low-Temperature-Grown Alo.3Gao.7As passivation, 
overlapping gate, MOCVD regrown of the source/drain contacts, and isolation by boron 
ion implantation, we have fabricated a GaAs MESFET with completely encapsulated 
channel. Electrical characterization of the device shows that the early catastrophic on-state 
breakdown is suppressed. In contrast to the usually observed characteristics in GaAs 
MESFET, the breakdown locus of the device also has a positive slope. These 
improvements should allow us to bias the device at a higher operating point, thereby 
increasing the obtainable maximum output power in the device. 

I. INTRODUCTION 

The surface of the device has been recognized as a major source of many 
detrimental effects on the performance of GaAs MESFET. Various theoretical studies over 
the years have led to the conclusion that the surface played a significant role in the device 
characteristics[l-3]. In particular, the breakdown voltage and instability in the current- 
voltage family of curves are two surface related parameters that directly effect the power 
performance of a device. In recent years, the surface of the device in the vicinity of the gate 
has been indirectly addressed by the advent of the low-temperature-grown (LTG) 
passivation and overlapping-gate technology [4],[5]. Devices which utilized these 
technology have demonstrated dramatic improvement in the gate-drain breakdown voltage, 
which in turn drastically enhanced the power output by the devices [4-6]. However, little 
attention has been paid to the exposed surfaces near the source and drain regions. In this 
work, we have attempted to address this issue by developing a technology to fabricate 
MESFETs with an encapsulated channel; and from the study of these fabricated devices, 
we have gained a better understanding in the role of the surface in GaAs MESFETs. 

II. DEVICE DESIGN AND FABRICATION 

Figure 1 shows a schematic representation of the epitaxial structure of the samples 
used in this experiment. All the samples were grown by a Varian Gen IIMBE system on 
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semi-insulating LEC GaAs substrate. Standard growith procedure started with a 
smoothing buffer layer of 5000 Ä of undoped GaAs grown at 600 °C, followed by the 
channel; then an arsenic-diffusion-barrier of 200 Ä of AlAs. The substrate temperature was 
then lowered to 200 °C, where 2000 Ä of LTG-Alo.3Gao.7As was grown. The samples 
were then annealed in-situ at 600 °C for 10 minutes. 

Preparation for selective regrowth of the source/drain regions began with a blanket 
deposition of 1500 A of Si02 by PECVD at 250 °C. The samples were then patterned with 
a source/drain mask by photolithography. The Si02 in the open areas were removed using 
reactive ion etching with plasma CF4; followed by a selective wet etching of the LTG- 
A\Q 3Gao 7As by citric acid. Then the AlAs was etched in diluted HF, and finally citric acid 
was used to etch about 300 Ä into the GaAs channel layer. n++ GaAs was regrown in the 
open areas using MOCVD at 550 °C. After the MOCVD regrowth of the source/drain 
regions, the samples were patterned for isolation by multiple boron ion implantation. 
Subsequent standard processing steps to define the ohmic and gate metals have been 
reported elsewhere [6]. 

III. RESULT AND DISCUSSION 

Figure 2 shows the characteristics of a device without complete encapsulation of the 
channel, the device has a gate-drain breakdown voltage of about 29 V. However, as 
shown in the drain current-voltage family of curves, the device has a catastrophic 
breakdown at VDS = 17.5 V and VGS = 0.5 V; therefore this is an inherent limitation of the 
voltage swing of the device for power performance. Continuous wave on-wafer 
measurement of the power of the device at 4 GHz is shown in Figure 3; the device 
delivered 620 mW/mm with a power-added-efficiency of 30 %. 

In comparison, the preliminary device characteristics of a GaAs MESFET with an 
encapsulated channel is shown in Figure 4. Although the gate-drain breakdown voltage of 
this device is only 11 V; we were able to bias the device up to VDS = 7 V and VGS = -2 V 
for power measurement. From the drain current-voltage characteristics, we also observed 
that the device breakdown locus shows a definite positive slope. The device outputs 520 
mW/mm with a PAE of 18 % at 4 GHz (Figure 6). Although the maximum output power 
of this device is lower than that of the above device, the limitation is due to the lower gate- 
drain breakdown voltage not the catastrophic breakdown. Therefore, we believed that we 
should be able to improve the power performance of the device by just improving the gate- 
drain breakdown voltage. 

On another sample with higher gate-drain breakdown voltage (20 V), Figure 5; we 
again noticed that the catastrophic on-state breakdown is suppressed. The device also 
displays a positive slope of the breakdown locus. The regrowth contact resistance obtained 
from the TLM measurement is 0.7-0.8 Q-mm. However, it should be noted that this 
quoted resistance included the resistance of the regrown layer along with the interfacial 
resistance. 

IV. SUMMARY 
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We have proposed a technology for the fabrication of a GaAs MESFET with a 
completely encapsulated channel. Electrical characterization of these devices show that the 
catastrophic on-state breakdown voltage is suppressed, and the breakdown locus of the 
devices displays a positive slope. These DC characteristics allow the device to be biased at 
a higher operating point, thereby increasing the power obtainable from the device. 
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Bias Point : V     = 10 V; V     = -2.5 V 
DS GS 

5 10 
P      (dBm) 

15 20 

Figure 3 : Power performance of a GaAs MESFET without complete encapsulation of the 
channel at 4 GHz 

VII-7 
544 



I (mA/mm) 

© e 
• L            üi e            tn , , . ~ r> 
© 

■ 
69 

f6 

f ■ 

i o 
5' 3 in 

** 
• • o 
n < , o 

a 
cr < 
E? o 
P sr o M 
3. -1 

69 
; 

O « 
</J «1 
O 
i-h C/5 

T3 : i 
W .    .    .    .    i    .    .- .    . ■ ■ ■  ■  V) 

a 

w 
00 

t. 
3" 
n> 
3 
O 

•§ 

Ou 
O 
ET 

3 
CD 

I       (mA/mm) 
DS 

©      © 
©■ 
O 

© 
t/1 
© 
© 

s 
9*LL!\ ■'■■!■■■' 1 ' " ' 1 ' ' "*! n 
\ ^^^5^^^f^  • e 

l       \ ^*sV^^^^fc--^ "i 
-\ \ TV.-.TN^^»»^^^^^           » -i 
'   1         :\           \           T\    ^^'^^v^'^^J » 

:   \       :N. <s 
"" I" j"  ; \— 

* < 
• \ •• © 

tnofQ 

 f  | [r 

eC
ha 

V
 - - 

--•y ■■■■! !'  J* ! f          :  I *>. -i 
| \\           \\ ^ 

M.fi 1  I |f " 
^\  :     I 1                    3 »3 

«■ 

\t   1 f 
o 
C/5 

i Y\ i .  . H ....1 ... . 

VII-7 
545 



cro 
c 
■n n 

a a < 
o' a 
n er 
% 

3. 
G» 
ET. 
O 
OS 

O 
|-h 
P 
o 
p 
> 

I      (mA/mm) 
CD 

i t—                   Vl                   o                   l/i h- 

o _ ' ' ' ■ 1 ' ' '  ' .   .   .   .   j   <   , i   i 

- . 
: . 

1 : - 
t/1 1 - 

; . 

g 
: - 

"~~-\   ; _ 
^L . 

< 

< 
: P\- 

\ - 
1 - 
© . 

1 - 
; . 

- 
t/l 

- 
. 
- 

<   ...   1   ...   , '"■   ■   i   i   t   i   i   ■   i ■■ 

1 o 
65 

n ■ 
Ö 

£ 5' 

o a 

"1 
65 
O 

n 
3 
O 
P 
C 
p" 
F? 
D- 
O 
3" 

3 

P 
3 
CL 

tr 
CTQ 
P 

I 

P 
5" 
cr 

I a. o 
5= 
3 

(mA/mm) 

VII-7 



Bias Point : Vn   = 7 V; V     = -2 V 
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P      (dBm) 

Figure 6 : Power performance of an encapsulated channel GaAs MESFET at 4 GHz 
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Abstract 

We present a technology to increase both the two-terminal gate-drain breakdown 
and subsequently the three-terminal-off-state breakdown of AlInAs-GalnAs HEMTs to 
record values without substantial impact on other parameters such as Idss and gm. The 
breakdown in these structures is dependent on the injection of electrons from the source 
(channel current) and the gate (gate leakage) into the channel where multiplication occurs 
(due to high electric fields at the drain) producing holes which are swept back into the 
gate and source electrodes. 

These phenomena can be suppressed by increasing the gate barrier height and 
alleviating the fields at the drain. In our approach we have achieved both by 
incorporating a p+ - 2DEG junction as the gate which modulates the 2DEG gas and by 
utilizing selective regrowth of the source and drain regions by MOCVD. The lu.m gate 
length devices fabricated show a full channel current of 350 mA/mm, transconductance 
of 240 mS/mm and record high two-terminal gate-drain and three-terminal-off-state 
breakdown voltages of 31V and 28V, respectively. The gate-to-drain spacing is lu.m and 
the breakdown is defined at 1 mA/mm gate leakage. Further, temperature measurements 
were made to characterize both two-terminal and three-terminal-on-state breakdown. The 
gate current behavior is presented along with a calculated ionization rate which is 
compared with rates previously reported. 

I.       Introduction 

AlInAs/GalnAs High Electron Mobility Transistors (HEMTs) have shown 
excellent high frequency and low noise performance [1]. However, the power 
performance of the Alln As/Gain As channel HEMT has yet to be exploited [2]. The 
reason attributed is a combination of the lower breakdown voltage in the InGaAs channel 
and the weak Schottky-barrier height on AlInAs. On the other hand, the high current 
densities (due to the large sheet charge density) available in the AlInAs/GalnAs system 
make it attractive for millimeter-wave power. Therefore, to optimize the power 
performance of the AlInAs/GalnAs HEMT, the gate barrier height and the breakdown 
voltage must be improved without sacrificing the current density. 
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The breakdown in GalnAs channel HEMTS is determined by the multiplication of 
electrons injected into the channel from both the source and gate electrodes. 
Furthermore, holes are generated and swept back into the gate and source electrodes. The 
injection of electrons from the source is determined by the source current whereas the 
injection from the gate is determined by the gate barrier. The multiplication is 
determined by the electric field at the drain. A schematic of the breakdown in GalnAs 
channel HEMTs is shown in figure 1. Thus, for a given source current the breakdown 
should increase if the gate barrier is increased and the electric field at the drain is 
reduced. 

We present a technology which improves the gate barrier height by incorporating 
a junction between a surface p+ layer and the 2DEG as the gate electrode. In addition, 
the drain fields are reduced by forming stable non-alloyed contacts to the 2DEG using 
selective regrowth of the source and drain regions by MOCVD. As a result, the two- 
terminal gate-drain and subsequently three-terminal-off-state breakdown voltage (for a 
lum gate-drain spacing) have increased to record values of 31V and 28.8 V, respectively. 
This is a substantial increase in breakdown over devices previously reported [3]. 

In addition, the three-terminal on-state breakdown of JHEMTs with regrown 
ohmic contacts has improved over similar JHEMTs with standard alloyed ohmic contacts. 
In an attempt to characterize three-terminal on-state breakdown, we have measured an 
ionization rate in a JHEMT with regrown ohmic contacts. This rate is compared with 
previous reported data. 

II.       MOCVD REGROWTH 

Growth of the lattice matched n-InGaAs contact layer was achieved by low pressure 
metal-organic chemical vapor deposition (MOCVD). The sources were trimethyhndium 
(TMI), trimethylgallium (TMG), tertiarybutylarsine (TBA) and disilane (150ppm in 
hydrogen) for the n-type source. The liquid organometallic group V source, TBA was 
purchased from Air Products and Chemicals, Inc. Bubbler temperatures were kept at 
5°C, -10°C and 20°C for the TBA, TMGa, and TMIn sources, respectively. To eliminate 
organometallic vapor condensation all the source lines are resistively heated from the 
output of the bubblers to the injection manifold. The reactor employs two separate 
injection manifolds to keep group-V and group-Ill sources separate until they are mixed 
immediately upstream from the susceptor. This design was implemented to avoid any 
pre-reactions that might occur between the group-Ill alkyls and the organometallic group- 
V sources. 

Before regrowing the contact layers, optimization of the bulk InGaAs doping 
characteristics with TBA and disilane was undertaken. A 150 ppm disilane in hydrogen 
mixture is used for n-doping of InGaAs. Linear doping behavior is observed for both InP 
and Ino 53Gao 47As epilayers over a wide range of conditions. Figure 2 shows a plot of 
flow-rate of the disilane/hydrogen mixture versus carrier concentration at room 
temperature. Note that a relatively high n-doping saturation of 5(10)19cnr3 in the InP is 
achieved when using TBP. For the n-InGaAs regrown contact layer a doping level ot 
2(10)18cnr3 was employed. The best undoped Ino.53Gao.47As epilayers had 77K 
mobilities of 59,000cm2/Vs and unintentional background impurity level of 5.5(10)15. 

VII-8 
549 



At a growth temperature of 600°C and reactor pressure of 100 Torr no deposition 
was observed on the oxide mask. The sample was initially heated up to 650°C for 3 
minutes to remove the native oxide layer and produce specular morphology regrowth. 
Complete selectivity of the regrown InGaAs was obtained because of the increased 
diffusivity of the column III species at 100 Torr. Theo growth rate for regrown InGaAs 
epilayers in the device structure was approximately 1 lA/sec. This results in a V/III ratio 
of 22 which ensures specular surface morphology at 100 Torr. A total gas flowrate of 5.5 
slpm was found to yield a uniform film deposition in our system. After regrowth the 
sample was etched in concentrated BOE to remove the SiÜ2 mask. 

III.    Fabrication 

The AlInAs-GalnAs junction modulated HEMT (JHEMT) structures studied are 
shown in figure 3. The original epilayer structure was grown by Gas Source MBE. The 
electron mobility was 7800 and 38,000 cm2/Vs at 300K and 77K, respectively. Next,, the 
wafer was cleaved into two samples. Sample A was cleaned and coated with 1000A of 
PECVD Si02, then patterned with the source-drain mask. Next, the patterned SiC"2 was 
etched back in CF4oplasma. The sample was then wet chemically etched down to the 
channel, within 100A of the buffer as shown in figure 3a. Before loading in the MOCVD 
reactor, the sample was dipped into a dilute BOE etch. InGaAs (n=6xl018 cm"3) was 
regrown as discussed in the previous section. 

o Device processing of both samples started with gate metalization (Ta/Au, 
200 A/2300 A) and lift-off to define a 1-urn-long gate. Next, the gate metal was used as 
the mask for dry etching (CH4:H2:Ar) through both the p+ InGaAs and the p+ AlInAs. 
The sourceo-draino mask was then re-aligned and standard AuGe/Ni/Au 
(1000A/200A/1000A) ohmic contacts were evaporated. Following the lift-off, the 
samples were patterned for mesa isolation. The isolation etch was done using RIE with 
chlorine. The standard JHEMT wafer, sample B, was alloyed on a strip heater at 370° C 
for 3 seconds (now called sample B-370). Sample A was cleaved and one piece alloyed 
at 350° C for 3 seconds (sample A-350) while the other piece was left non-alloyed 
(sample A-0). 

IV.    DC and RF Results 

The I-V characteristics of 1-um x 150-um devices from both sample A-0 and 
sample B-370 were similar at low drain voltages. The devices produced good pinch-off 
characteristics and similar transconductance and current density. For sample A-0, with 
regrown ohmic contact regions, the specific contact resistance and channel sheet 
resistance were measured to be 0.43 Q-mm and 300 ohms per square, respectively. 
Sample B-370 had a specific contact resistance of 0.53 Q-mm with a channel sheet 
resistance of 334 ohms per square. Thus, the source resistance for sample A-0 and 
sample B-370 were similar and calculated to be 0.73 Q-mm and 0.86 Q-mm, 
respectively. In addition, the s-parameters were measured for sample A-0 yielding values 
of ft and fmax of 22 GHz and 75 GHz, respectively, which are typical values of HEMTs 
with gate length of lum. A gate and drain bias dependence of both ft and fmax was 
previously reported [4]. 
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V.      Breakdown 

The main advantage of sample A-0 is the uniform non-alloyed ohmic contacts 
which we believe contributed to the higher breakdown voltages achieved. The two- 
terminal gate-drain diode characteristics of the devices discussed above are presented in 
figure 4. The two-terminal gate-drain breakdown voltage of sample A-0 is approximately 
31V which is 40% higher than the 22V breakdown measured for sample B-370. The 
two-terminal gate-drain breakdown of sample A-350 was 20% lower than sample A-0 but 
was still better than the gate-drain breakdown of any device from sample B-370. This 
illustrates the importance of (i) relieving the field at the drain by increasing the doping in 
drain region and (ii) creating smooth contacts. 

The most important breakdown voltage for RF power amplification is the three 
terminal breakdown voltage. The three-terminal-off-state breakdown voltage is defined 
as the drain voltage, Vds, at which the gate current, Ig, is 1 mA/mm under pinch-off 
conditions The three-terminal-off-state breakdown voltage of a typical device from 
sample A-0 was 28V and is shown in figure 5. The difference between the two-terminal 
gate-drain breakdown voltage, Vgd(BV), and the three-terminal off-state breakdown 
voltage, Vds(BV), is the pinch-off voltage of the device. This indicates that the three- 
terminal off-state breakdown is dominated by the same mechanism as the two terminal 
gate-drain breakdown. 

In addition the three-terminal-on-state breakdown voltage characteristic for both 
sample A-0 and sample B-370 is shown in figure 6. The drain current was approximately 
Idss/2 The catastrophic three-terminal on-state breakdown voltage occurs at 4V for 
sample B-370 and increased to 7V for sample A-0. Further, we measured the lonization 
rate similar to recent measurements made on AlGaAs/GaAs HEMTs [5]. An effective 
ionization length, L , of 0.8 urn is chosen and the measured ionization rate is plotted in 
figure 7. Also plotted in figure 7 are calculated ionization rates derived from monte carlo 
simulations [6] and ionization rates measured on photodiodes [7]. 

VI.    Conclusion 

The breakdown of a new type of junction modulated AlInAs-GalnAs HEMT 
(JHEMT) which utilizes ohmic contact regrowth to increase both two-terminal 
breakdown and three-terminal breakdown has been characterized. Since the increase in 
breakdown voltage occurs without sacrificing the current density, this technology is 
attractive for the fabrication of power devices. These experimental results indicate that 
the source current is instrumental in determining the three-terminal on-state breakdown 
voltage whereas the three-terminal off-state breakdown voltage is dominated by the same 
mechanism observed in the two-terminal gate-drain breakdown characteristics. In 
conclusion, these results illustrate the important role of both the gate barrier and contact 
uniformity in determining the breakdown voltage of InGaAs channel HEMTs. 
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Figure 1. Schematic of Breakdown in GalnAs Channel HEMTs. 

,20 1 OF '—'—' ' ''' 'I' 

m 
E 
u 

c 
o 
a 
c 
0) o 
c 
o 
Ü 

10 19 

10 18 

.2     10 
(0 
O 

17 

-i—i   i  i i 11| 

10 16L 

0.01 

0 
 *"" 

-1—I  I I I 111 -1 1—I   I I I 11 

• n-lnP 645°C    7.8Ä/S 

■ n-lnP 600°C    7.2Ä/S 

A n-lnGaAs 645C 760 14Ä/S 

O n-lnGaAs 600°C   8Ä/s 

|      D n-lnGaAs 600°C 11A/s 

10 0.1 1 
Disilane (150ppm) Flow-rate (seem) 

100 

Figure 2. Free carrier concentration as a function of disilane effective flow-rate at 
various InP and InGaAs growth rates and growth temperatures. 
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Figure 3. JHEMT Structures Fabricated: (a) Sample A-0 and (b) Sample B-370 
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Figure 7. Calculated Ionization Rates measured from JHEMTs with regrown ohmic 
contacts (Sample A-0). Comparison is made to values published 

by references [6] and [7]. 
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